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1 Einleitung

«Mit dem rasanten Aufstieg Kiinstlicher Intelligenz stehen Verwaltungen weltweit vor der Her-
ausforderung, rechtliche Rahmenbedingungen zu schaffen, die Innovation férdern und gleichzei-
tig den Schutz der Grundrechte gewéhrleisten — eine Gratwanderung, die unsere Vorstellung von
Recht und Verwaltung grundlegend verindern konnte.»! Dieser Satz wurde der Verfasserin der
vorliegenden Arbeit von ChatGPT vorgeschlagen, als das Large Language Modell von
OpenAl gebeten wurde, einen spannenden Einfiihrungssatz fiir diese Masterarbeit zu generieren,
welcher bei der Leserin oder dem Leser das Interesse erwecken sollte. Hat dies funktioniert?
Wenn nicht — dann war eben die KI schuld. So liessen sich eine Vielzahl von Problemen in unse-
rem Alltag 16sen, doch ist es wirklich so einfach? Wohl kaum. In der Gesellschaft besteht jedoch
die Tendenz, Kiinstliche Intelligenz als Universallosung fiir simtliche Probleme unserer Zeit an-
zusehen. Man erhofft sich hierbei Krankheiten friihzeitig zu erkennen, die Mobilitit zu revoluti-
onieren und die Datenflut des «Big-Data-Zeitalters» bewiltigen zu kénnen.? Auch die Verwaltung
folgt diesen Innovationsbestrebungen und verspricht sich vom Einsatz Kiinstlicher Intelligenz
eine Steigerung der Effizienz, bessere Dienstleistungen sowie fairere Entscheidungen. Diese Be-
strebungen dienen zwar den 6ffentlichen Interessen der Bevolkerung, doch sie konnen auch ver-
schiedene Gefahren und Grundrechtseinschriankungen mit sich bringen.

Diese Gefahren konnen sich insb. dann realisieren, wenn Kl-gestiitzte Systeme Entscheidungen
tiber Biirgerinnen und Biirger treffen. Solche sog. Automated-Decision-Making-Systems
(ADMS) werden zunehmend in der Verwaltung eingesetzt. Dabei haben internationale Félle ge-
zeigt, dass ihr Einsatz teilweise zu diskriminierenden und falschen Ergebnissen fiihren kann. In
den Niederlanden wurden bspw. Eltern, die Kindergelder beantragten, teilweise von einem
ADMS als Betriigerinnen und Betriiger identifiziert, worauthin sie mit sehr hohen Riickforde-
rungszahlungen zu kdmpfen hatten und deswegen auch in finanzielle Notlagen gerieten. Die Ver-
suche, die eigene Unschuld zu beweisen, verliefen meist erfolglos, denn schliesslich irre sich das

KI-System nicht — das tut es eben doch!® Dieser Skandal ist kein Einzelfall.* Der Einsatz von

! Generiert von ChatGPT, <https://chatgpt.com/> (z. b. a. 25.06.2024).

Expl. KI in Unternehmen, wo kiinstliche Intelligenz {iberall mitarbeitet, SRF vom 09.06.2023,

<https://www.srf.ch/news/wirtschaft/ki-in-unternehmen-wo-kuenstliche-intelligenz-ueberall-mitarbeitet>

(z. b. a. 07.08.2024).

3 NIEHAVES BJORN, Sie sind ein Steuerbetriiger, eGovernment vom 09.09.2023,
<https://www.egovernment.de/sie-sind-ein-steuerbetrueger-a-9a72a84851d035eb04785630026e3c47/>
(z. b. a. 07.2024).

4 DACHWITZ INGO, Kindergeldaffare, Niederlande zahlen Millionenstrafe wegen Datendiskriminierung, Netz-
politik.org vom 29.12.2021, <https://netzpolitik.org/2021/kindergeldaffaere-niederlande-zahlen-millionen-
strafe-wegen-datendiskriminierung/> (z. b. a. 24.07.2024).


https://chatgpt.com/
https://www.egovernment.de/sie-sind-ein-steuerbetrueger-a-9a72a84851d035eb04785630026e3c47/
https://netzpolitik.org/2021/kindergeldaffaere-niederlande-zahlen-millionenstrafe-wegen-datendiskriminierung/
https://netzpolitik.org/2021/kindergeldaffaere-niederlande-zahlen-millionenstrafe-wegen-datendiskriminierung/
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ADMS in offentlichen Verwaltungen ist ein hochst aktuelles und gesellschaftlich relevantes
Thema. Insb. wenn Bereiche betroffen sind, die das Leben eines Menschen in erheblicher Art und
Weise verdandern kdnnen, wie z. B. dann, wenn es um Themen wie Sozialleistungen und Migration
geht.®

Aus diesem Grund ist es wichtig, einen geeigneten Rechtsrahmen fiir solche Technologien zu
schaffen, um so auch das Spannungsfeld zwischen Innovation und Rechtssicherheit in einem an-
gemessenen Rahmen zu halten. Diese Bestrebungen werden auf internationaler Ebene intensiv
verfolgt und es hat sich in den letzten Jahren sehr viel getan. Auch die Schweiz engagiert sich
international und priift bis Ende 2024 auch den Regelungsbedarf im Schweizer Recht.® Bis anhin
ging man davon aus, dass die bestehenden Gesetze in der Schweiz aufgrund ihrer technologie-
neutralen Ausgestaltung ausreichen, um mit den aktuellen technologischen Herausforderungen
umzugehen.” Kann dieser Aussage jedoch angesichts dessen, was auf dem Spiel steht, zugestimmt
werden?

Der Beantwortung dieser Frage widmet sich die vorliegende Arbeit. Es soll dabei nicht darum
gehen, die Anwendung von Kiinstlicher Intelligenz als solche in Frage zu stellen, sondern darum,
einen Anhaltspunkt fiir weitere Diskussionen zu liefern, welche nicht nur das Recht involvieren,
sondern auch die Gesellschaft. Als Ankniipfungspunkt dient dabei die Schweizer Bundesverfas-
sung mit der hochsten demokratischen Legitimitdt. Somit soll in dieser Arbeit folgende For-

schungsfrage beantwortet werden:

Stellt die aktuelle rechtliche Grundlage fiir den Einsatz von ADMS in der Verwaltung im Lichte
des Legalitdtsprinzips eine geniigende gesetzliche Grundlage dar, um die Zuldssigkeit ihres Ein-

satzes in der Schweizer Verwaltung zu begriinden?

Die Untersuchung erfolgt nach folgender Methode: Die Arbeit beginnt mit einer kurzen Einfiih-
rung in die Technologie sowie die damit verbundenen Herausforderungen (Kapitel 2-4). Danach
erfolgt eine Einordnung von ADMS im Kontext des Verfahrensrechts (Kapitel 5-6). Der Schwer-
punkt der Arbeit liegt sodann auf den m. E. wichtigsten Rechtsnormen, welche dargelegt und
unter dem Gesichtspunkt des Legalitétsprinzips kritisch gewiirdigt werden, womit auch die For-
schungsfrage beantwortet wird (Kapitel 7-9). Abschliessend werden, gestiitzt auf die gewonnen

Erkenntnisse, Vorschldge fiir kiinftige Regulierungen formuliert (Kapitel 10).

3 MONTAVON, S. 659.
Schweizerischer Ansatz zur Regulierung von KI-Systemen, <https://digital.swiss/de/strategie/fokusthema/
schweizerischer-ansatz-zur-regulierung-von-ki-systemen> (z. b. a. 25.07.2024).
7 Kiinstliche Intelligenz: Schweiz befindet sich in guter Ausgangslage vom 13.12.2019,
<https://www.admin.ch/gov/de/start/dokumentation/medienmitteilungen.msg-id-77514.html>
(z. b. a. 25.07.2024).


https://www.admin.ch/gov/de/start/dokumentation/medienmitteilungen.msg-id-77514.html
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2 Eine kurze Einfiihrung in die Technologie

2.1 Kinstliche Intelligenz

2.1.1 Begriffe und Definitionsversuche
Der Begriff der Kiinstlichen Intelligenz (KI) ist aus dem aktuellen Diskurs in verschiedenen Fach-
bereichen nicht wegzudenken. Zahlreiche Artikel und Studien beschéftigen sich mit dem Poten-
zial Kiinstlicher Intelligenz und wie dieses ausgeschopft werden kénnte.® Doch nicht nur im wis-
senschaftlichen Umfeld ist die KI ein beliebtes Thema, sondern auch in der Berichterstattung, in
Filmen oder ganz alltiglichen Gesprichen.” Spitestens nach der Einfiihrung von ChatGPT im Jahr
2022 sollte «KI» jedem Mensch ein Begriff sein.!® Dies konnte den Eindruck erwecken, dass es
sich bei KI um eine vollig neue Technologie handelt, was aber keineswegs der Wahrheit ent-
spricht. Die Kernfrage, auf welcher die Kiinstliche Intelligenz basiert, nimlich: «K&nnen Maschi-
nen denken?» stellte sich schon Alan Turing im Jahr 1947. Der Begriff der KI entstand dann
erstmals im Jahr 1956 an einer Konferenz am Dartmouth College in New Hampshire.!!
Trotz der Tatsache, dass sich Menschen schon sehr lange mit dem Thema KI beschéftigen, fehlt
es an einer einheitlichen Definition.'? Aufgrund ihrer Vielfiltigkeit und der Tatsache, dass KI
hiufig als Oberbegriff fiir unterschiedliche Verfahren und Technologien verwendet wird, ist es
schwierig, einen Konsens zu finden.'?
An Definitionsversuchen fehlt es jedoch nicht. So definiert die Europdische Union (EU) in
Art. 3 Ziff. 1 des im August 2024 in Kraft getretenen Artificial Intelligence Act (kurz AI-Act oder
KI-Verordnung) die KI bzw. das KI-System als
« [...] ein maschinengestiitztes System, das fiir einen in unterschiedlichem Grade au-
tonomen Betrieb ausgelegt ist und das nach seiner Betriebsaufnahme anpassungsfi-
hig sein kann und das aus den erhaltenen Eingaben fiir explizite oder implizite Ziele
ableitet, wie Ausgaben wie etwa Vorhersagen, Inhalte, Empfehlungen oder Entschei-

dungen erstellt werden, die physische oder virtuelle Umgebungen beeinflussen kon-

nen;»M.
8 Expl. BRAUN BINDER/OBRECHT, S. 3 ff.
o Expl. FRIEDLI, SRF, Kiinstliche Intelligenz, Forschende zeigen: KI liigen uns Menschen an vom 23.05.2024,

<https://www.srf.ch/wissen/kuenstliche-intelligenz/kuenstliche-intelligenz-forschende-zeigen-kis-luegen-
uns-menschen-an> (z. b. a. 25.07.2024).

10 BRAUN BINDER, K1, S. 468.

1 Ebd.; ROSER, S. 10.

12 BRAUN BINDER, K1, S. 468; REITER, S. 985; Bericht IDA, S. 18.

13 BRAUN BINDER, KI, S. 468; REITER, S. 985.

14 Art. 3 Ziff. 1 KI-VO.


https://www.srf.ch/wissen/kuenstliche-intelligenz/kuenstliche-intelligenz-forschende-zeigen-kis-luegen-uns-menschen-an
https://www.srf.ch/wissen/kuenstliche-intelligenz/kuenstliche-intelligenz-forschende-zeigen-kis-luegen-uns-menschen-an
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Zentrale Elemente dieser Begriffsdefinition sind: 1) Ein maschinengestiitztes System, 2) ein ge-
wisser Grad an Autonomie, 3) die Anpassungsfahigkeit auch nach dem Einsatz und 4) die Fahig-
keit aus einem bestimmten Input einen Output zu generieren, welcher in der Lage ist, die Umge-
bung zu beeinflussen. Diese Definition enthdlt zwar die zentralen Elemente der K1, ist aber auf-
grund der generell-abstrakten und offenen Natur der Norm fiir das Verstidndnis dieser Systeme
nicht besonders hilfreich. Gleiches gilt fiir ethische und philosophische Definitionsansétze, wel-
che zur Definition von KI den Vergleich zur menschlichen Intelligenz ziehen, was jedoch mehr
Fragen aufwirft, als Antworten liefert, da die Definition der menschlichen Intelligenz schon fiir
sich eine Herausforderung darstellt.!> Es ist aus diesem Grund sinnvoller, sich auf die Funktions-

weisen von KI-Systemen zu fokussieren. Diese sollen nachfolgend erldutert werden.

2.1.2 Maschinelles Lernen

Der Begrift der KI ist von den Methoden der KI zu unterscheiden. Wenn man von den Methoden
der KI spricht, dann meint man meist Algorithmen des maschinellen Lernens.'® Der Begriff
«Algorithmus» bezeichnet im Prinzip eine «Schritt-fiir-Schritt-Anleitung, um ein

(mathematisches) Problem strukturiert zu Idsen»'’

. Wihrend bei einem gewdhnlichen
Algorithmus ein Programm geschrieben werden muss, bei welchem die Voraussetzungen von
Anfang an klar sind und das Ergebnis damit determiniert ist, ist die KI mittels maschinellen
Lernverfahren in der Lage, einen Lernprozess zu durchlaufen, bei welchem gleiche Inputs nicht
immer gleiche Outputs bedeuten.'® Dieser Lernprozess kann entweder iiberwacht oder
uniiberwacht stattfinden. Beim {iberwachten Lernen ist das Ergebnis bzw. der Output des
Algorithmus im Voraus bekannt; der Algorithmus muss aber den Weg zwischen Eingabe und
Ausgabe lernen. Dafiir erkennt er Muster aus den Trainingsdaten, welche dem Algorithmus durch
Menschen vorgegeben werden. Dem Algorithmus werden dafiir bspw. Bilder von Katzen
vorgelegt, wobei die Bilder mit dem Begriff «Katze» klassifiziert werden. Der Algorithmus
erkennt dann anhand dieser Daten Muster, an welchen festgemacht werden kann, ob ein Bild eine
Katze abbildet oder nicht.!” Bei uniiberwachten Lernprozessen sind die Beispiele nicht
klassifiziert und werden eigenstindig erkannt. Ahnlich wie bei einem Kochrezept gilt es,
verschiedene Schritte zu befolgen, um mit verschiedenen Zutaten (Input) ein gewisses Ergebnis

(Output) zu generieren.?! Die Inputs sind dabei Eingangsdaten, anhand deren das System lernt

Zur Komplexitit der Definition von menschlicher Intelligenz siehe Bericht IDA, S. 19, 27 f.
16 Bericht IDA, S. 20.

17 MARTINL S. 17.

18 WEBER/HENSELER, S. 29.

19 SUTER, S. 84 f.

20 BRAUN BINDER, KI, S. 467; SUTER, S. 85.

21 MARTINL S. 19.
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und die gewonnen Erkenntnisse generalisiert. So kann es diese «Regeln» auf neue Probleme
anwenden, ohne dass der Losungsweg des neuen Problems konkret programmiert werden muss.??

Dazu muss die KI auf eine Vielzahl von Daten zugreifen.?’

2.1.3 Neuronale Netzwerke und Deep Learning

Neuronale Netzwerke sind eine Unterkategorie des maschinellen Lernens. Sie bestehen aus vielen
verschiedenen Schichten (sog. Layers) und funktionieren dabei nach dem Vorbild des
menschlichen Gehirns.?* Ahnlich wie die Verbindung von Neuronen im menschlichen Gehirn gibt
es auch in neuronalen Netzwerken solche sog. (Rechen-)Knoten. In diesen Knotenpunkten werden
Eingaben empfangen, verarbeitet und Ausgaben generiert. Dabei sind Knoten der einen Schicht
mit Knoten der nichstgelegenen Schicht verbunden, wobei das Ergebnis einer Schicht stets die
Eingabe der nichsten darstellt. Wird ein Signal empfangen, so wird anhand von Gewichten ein
Schwellenwert definiert. Wenn das Signal iiber diesem Wert liegt, wird es an die weiteren
verbundenen Knoten iibermittelt. Die Gewichte sind dabei zentral. Diese miissen durch Training
ermittelt und stetig durch das System selbst verbessert werden.”> Um das vorgéngig erwihnte
Beispiel des Kochrezeptes aufzugreifen, konnte man die Gewichte als Mengenangaben in einem
spezifischen Rezept betrachten. Wenn der erste Versuch mit zufédlligen Mengenangaben
vorgenommen wird, gelingt das Ergebnis des Rezeptes in den meisten Fillen nicht. Dieses
Feedback wird der KI im Rahmen des Trainings zuriickgemeldet, worauf das Gewicht bzw. die
Mengenangaben so verdndert werden, dass das Ergebnis des Rezeptes am Schluss geniessbar ist.
Diese Anpassungen miissen je nach dem ofter oder weniger oft vorgenommen werden und dies
an vielen unterschiedlichen Schichten des neuronalen Netzwerkes. Deep Learning bezeichnet
dabei ein Netzwerk, das besonders tief ist resp. mehrere Schichten aufweist. Deep Learning
ermoglicht die Bearbeitung von komplizierten Problemen mit grossen Datenmengen, was dazu

fiihrt, dass diese haufig nicht mehr nachvollziehbar ist (siehe Kapitel 3.3).

2.2 Automatisierte Entscheidungssysteme (ADMS)

2.2.1 Definition
Unter ADMS versteht man Systeme, welche Algorithmen und in den meisten Féllen KI verwen-
den, um Daten zu sammeln, sie zu verarbeiten und Modelle zu nutzen, um automatisierte Ent-

scheidungen zu treffen.?® Dabei ist zentral, dass eine Entscheidung beziiglich eines Sachverhaltes

2 MARTINI, S. 21; BRAUN BINDER, K1, S. 469.

23 REITER, S. 896; MARTINL, S. 21.

24 MARTINL S. 24.

2 SUTER, S. 88 ff.

26 ARAUJO/HELBERGER/KRUIKEMEIER/DE VREESE, S. 623.
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getroffen wird, d. h. ein einziges Ergebnis errechnet wird.?” «Automatisiert» bedeutet, dass die
Systeme selbststindig Entscheidungen treffen, ohne die génzliche oder teilweise Mitwirkung ei-
nes Menschen.?® ADMS werden hiufig mit dem Begriff der KI gleichgesetzt. Automatisierte Ent-
scheidungen konnen jedoch auch ohne Methoden Kiinstlicher Intelligenz getroffen werden, ndm-
lich durch deterministische Computerprogramme.?® Es geht dabei um einfache Wenn-Dann-Ent-
scheidungen, wie bspw. das Herauslassen von Geld aus einem Bancomaten.’® Wenn man von
ADMS spricht, sind jedoch mehrheitlich Entscheidungssysteme gemeint, welche auf maschinel-
len Lernverfahren basieren.’! Der Begriff ADMS ist am weitesten verbreitet. Es gibt jedoch eine
Vielzahl von weiteren Bezeichnungen, welche das gleiche Phanomen benennen. So findet man in

der deutschsprachigen Literatur auch den Begriff AES (Automatisierte Entscheidungssysteme).*

2.2.2 Voll- und teilautomatisierte Entscheidungssysteme
Automatisierte Entscheidungen kénnen verschiedene Automatisierungsstufen aufweisen. Man
unterscheidet dabei zwischen der Teil- und der Vollautomatisierung, wobei die Unterscheidung

t.33 Man unterscheidet zwei Fille der

im Einzelfall nicht so einfach ist, wie sie auf Anhieb schein
Teilautomatisierung: Die Entscheidungsunterstiitzung und die automatisch getroffene, aber von
Menschen kontrollierte, Entscheidung einerseits und der Einsatz von automatisierten Entschei-
dungssystemen zur Uberpriifung einer vom Menschen getroffenen Entscheidung andererseits.*
Vollautomatisierung hingegen bedeutet, dass jeder zur Entscheidung notwendiger Schritt ohne

menschliches Zutun erfolgt, also ohne den sog. «human in the loop»>>.

3 Risiken und Herausforderungen von ADMS

3.1 Ermessen

Der Begriff des Ermessens ist im Verwaltungsverfahren von grosser Bedeutung. Die Behorde
braucht ein Ermessen, um Entscheide so zu treffen, dass sie dem Einzelfall gerecht werden. Dies
erfordert verschiedene gedankliche Schritte: Eine Abwégung zwischen den fiir die Entscheidung

relevanten Faktoren; die Gewichtung der verschiedenen Argumente, Positionen und Interessen,

27 KRAFFT/ZWEIG, S. 472, 475.

28 SUTER, S. 40.

2 BRAUN BINDER, K1, S. 469 f.

30 OBRECHT, S. 40.

3 BRAUN BINDER/OBRECHT, S. 12; ARAUJO/HELBERGER/KRUIKEMEIER/DE VREESE, S. 612.
32 ZH KR-Nr. 248/2021, S. 1 ff.

33 BRAUN BINDER, Staat, Mensch, Algorithmen, S. 6.

34 OBRECHT, S. 40.

3 Bericht EDA, S. 7.
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die Auswirkungen dieses Entscheides etc.’® In der Literatur besteht Skepsis beziiglich des Einsat-
zes von ADMS, wenn der Behorde ein Ermessensspielraum eingerdumt wird.’” Das System ist
durchaus in der Lage, Ermessen anzuwenden bzw. dieses zu kopieren, wenn es nicht nur mit den
fiir die Entscheidung notwendigen Daten versehen wird, sondern auch mit fritheren Entscheiden,
in denen die Behorden Ermessen ausgetibt haben. Das KI-System kann daher fiir eine einheitliche
Entscheidungspraxis sorgen, wenn dhnliche Sachverhalte vorliegen. Es kann jedoch keine neue
Auslegung vornehmen. Dies wiirde bedeuten, dass die Praxis trotz des gesellschaftlichen Wandels
immer gleich bliebe und damit mdglicherweise nicht mehr zeitgemiss wiire.>®

3.2 Datenqualitit und -quantitit

Daten stellen nicht nur fiir ADMS, sondern auch fiir Menschen einen grundlegenden Bestandteil
der Entscheidungsfindung dar. Um eine qualitativ gute Entscheidung zu fillen, ist es notwendig,
dass man geniigend Daten und Informationen hat, um das grundlegende Problem sowie die ver-
schiedenen Entscheidungsmdglichkeiten zu begreifen.*® Je mehr Informationen vorliegen, desto
einfacher lassen sich nimlich kiinftige Entwicklungen vorhersagen.*

Wenn man iiber die Vorteile von automatisierter Entscheidungsfindung spricht, fillt oft der Be-
griff der Objektivitit.! Anders als Menschen, welche durch ihre subjektiven Wahrnehmungen
geprigt sind und dementsprechend auch darauf basierend Entscheidungen treffen, wiirden Sym-
pathien oder Vorurteile fiir die KI keine Rolle spielen.*? Dies ist jedoch nicht génzlich korrekt,
denn Vorurteile konnen durchaus eine Rolle spielen, sofern sie sich in den Daten widerspiegeln,
mit denen das ADMS trainiert wird. Daten sind also nicht immer so neutral, wie sie auf Anhieb
scheinen. Sie konnen Machtverhéltnisse widerspiegeln oder ein falsches Bild der Realitét vermit-
teln, wenn sie bspw. veraltet sind oder in ihnen eine Unter- oder Uberreprisentation gewisser
Gruppen stattfindet.** Umgekehrt konnen sie aber auch ein exaktes Bild der Realitit vermitteln,
in dem sie Diskriminierungen, die effektiv in der Gesellschaft bestehen, erst sichtbar machen.**
Auch wenn die tatsdchlich bestehenden Umstinde abgebildet werden, ist das Ergebnis in diesem

Fall unbefriedigend.

36 REITER, S. 990.

37 Schlussbericht Ziirich, S. 47.

38 REITER, S. 990; SUTER, S. 54 f., 59; Schlussbericht Ziirich, S. 47.
39 SUTER, S. 32; Bericht IDA, S. 26.

40 SUTER, S. 102.

4 MARTINL S. 47.

42 GLASER, S. 190.

= Positionspapier AlgorithmWatch, S. 4.

44 Positionspapier DSI, S. 4; BRAUN BINDER, Staat, Mensch Algorithmen, S. 7.
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Somit sind sowohl menschliche Entscheidungen als auch automatisierte Entscheidungen stark von
den ihnen zu Grunde liegenden Daten abhingig.*® Da eine inhaltliche Uberpriifung und Reflektion
der Tatsachen nur durch Menschen moglich ist, sind die Datenqualitdt und -quantitdt bei ADMS
noch zentraler. Aus datenschutzrechtlicher Perspektive kann diesen Anforderungen nicht ohne
Weiteres entsprochen werden, womit auch hier ein Spannungsfeld besteht, dessen Auflosung eine
sorgfiltige Abwigung erforderlich macht.*¢

3.3 Nachvollziehbarkeit und Transparenz: Black-Box-Problem

In Bezug auf die Funktion von KI-Systemen wird hiufig vom Black-Box-Problem gesprochen.*’
Dieses Phanomen beschreibt die fehlende Nachvollziehbarkeit von KI-gestiitzten Entscheidun-
gen. Bei selbstlernenden Systemen ist ab einem gewissen Punkt nicht mehr verstandlich, wie das
KI-System zu der Entscheidung gekommen ist und welche Kriterien mit welcher Gewichtung
dafiir hinzugezogen wurden (siehe Kapitel 2.1.3). Dieser Umstand fiihrt auch dazu, dass die Ent-
scheidung ausserdem schwer vorherzusagen ist. Selbst wenn man einen Einblick in den Entschei-
dungsprozess eines automatisierten Entscheidungssystems erhalten wiirde, bliebe damit trotzdem
die Frage offen, ob die Begriindung den rechtsstaatlichen Anforderungen geniigen wiirde, denn
sie wire womdglich fiir Menschen nicht nachvollziehbar.*® Es kann auch vorkommen, dass Zu-
sammenhénge durch ADMS erkannt werden, ohne dass eine verstdndliche Theorie dahinter liegt.
Ein Modell kann nimlich auch funktionieren, wenn man nicht genau versteht warum.*’

Zu Recht wendet SUTER ein, dass auch menschliche Entscheidungen nicht transparent sind, da
wir nicht in den Entscheidungsprozess eines Menschen hineinsehen koénnen.>® Dennoch ist der
Entscheidungsprozess von Menschen nachvollziehbarer, da man solche Prozesse selbst jeden Tag

durchlduft, auch wenn es dabei nicht um die gleichen Entscheidungen und Sachverhalte geht.

3.4 Diskriminierung und Bias

Die fehlende Nachvollziehbarkeit ist insb. dann problematisch, wenn die Gefahr besteht, dass die
getroffene Entscheidung diskriminierend ist.’! Diskriminierung bedeutet, dass eine Ungleichbe-
handlung von zwei Menschen aufgrund von bestimmten, besonders geschiitzten Merkmalen vor-

genommen wird, ohne dass dafiir sachliche Griinde bestehen.’> Im Rahmen von KI-gestiitzten

= Genauer dazu SUTER, S. 109 f.

46 Vgl. BRAUN BINDER/BURRI/LOHMANN et al. S. 7; Bericht IDA, S. 25.
47 Bericht IDA, S. 31.

48 Ebd.; SUTER, S. 108.

49 Bericht IDA, S. 31.

30 SUTER, S. 40; gl. M. THOUVENIN/FRUH/GEORGE, S. 5.

31 BRAUN BINDER/BURRI/LOHMANN et al., S. 13.

52 A.a. O, S. 12; Positionspapier AlgorithmWatch, S. 1.
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Entscheiden konnen systematische Fehler, sog. Bias entstehen, wenn die Daten, welche zum Trai-
ning der KI verwendet wurden, die Realitdt in der Bevolkerung nicht reprdsentativ abbilden.
Letztlich handelt es sich bei ADMS nur um Modelle, welche versuchen, unsere Realitit so gut
wie moglich abzubilden. Dafiir muss sie aber so sehr vereinfacht werden, dass sie als mathemati-
sches Problem iibersetzt werden kann. Um dies zu bewerkstelligen, sind eine Reihe von Entschei-
dungen notwendig, welche vom Menschen getroffen werden. Dadurch gelangen auch Vorurteile
von Menschen in das System hinein und beeinflussen dessen Output.>®> Das so vermeintlich ob-
jektiv und neutral wirkende System kann daher weit von der angestrebten Objektivitét entfernt
sein. Dies ist auch der Tatsache geschuldet, dass solche Systeme mit Zielen eingesetzt werden,
welche an sich nicht neutral sind.>*

Eine Diskriminierung kann auch erfolgen, wenn zwischen zwei gemessenen Grossen zwar ein
Zusammenhang (Korrelation) besteht, jedoch keine Kausalitidt. Anders als Menschen ist ein KI-
System nicht in der Lage, durch inhaltliche «Uberlegungen», Scheinkausalitéiten von effektiven
Kausalitdten zu unterscheiden, da es sich bei den Ergebnissen von KI-Anwendungen um Vorher-
sagen statistischer Natur handeln. Somit sind auch zufillige Fehler nicht ausgeschlossen.>®

Fiir diese Art von Herausforderungen finden sich international zahlreiche Anschauungsbeispiele.
In Osterreich sorgte im Jahr 2020 das sog. dsterreichische Arbeitsmarktchancen-Assistenzsystem
(AMAYS) fiir erhohte Aufmerksamkeit. Dieses System sollte dazu dienen, die Chancen von Ar-
beitssuchenden auf dem Arbeitsmarkt zu berechnen. Das System kam dabei zum Ergebnis, dass
Frauen und Menschen mit Behinderungen auf dem Arbeitsmarkt schlechtere Chancen hétten.®
Ein weiteres anschauliches Beispiel stammt von der Informatikerin Joy Boulamwini. Sie fand
heraus, dass eine KI-gestiitzte Gesichtserkennungssoftware sie aufgrund ihrer dunklen Hautfarbe
nicht erkannte, wihrend weisse Gesichter, insb. von Ménnern, deutlich besser erkannt wurden.®’
Im Bereich der vorausschauenden Polizeiarbeit (predictive Policing) kann die Verwendung von
Algorithmen zu einer unverhédltnisméssigen Polizeiprasenz, sog. «overpolicing» fiihren, welches

ausschliesslich bestimmte Gruppen betrifft.>8

53 Positionspapier AlgorithmWatch, S. 4.

4 ARAUJO/HELBERGER/KRUIKEMEIER/DE VREESE, S. 613; Position Digitale Gesellschaft, S. 8.

3 Bericht IDA, S. 31; Schlussbericht Ziirich, S. 18; WEBER, S. 18.

36 Genauer dazu ALLHUTTER/MAGER, S. 11 f.; BRAUN BINDER/BURRI/LOHMANN et al., S. 11; BRAUN BINDER,
KI, S. 474; BRAUN BINDER, Staat, Mensch, Algorithmen, S. 6.

37 ZWEIG, S. 79 ff.; Positionspapier AlgorithmWatch, S. 3.

58 Positionspapier AlgorithmWatch, S. 3; Bericht IDA, S. 38.
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3.5 Gesellschaftliche Herausforderungen

3.5.1 Gesellschaftliche Akzeptanz

Eine Herausforderung, welche sich ebenfalls stellt und teilweise in der Literatur zu wenig Beach-
tung findet, ist der Aspekt der gesellschaftlichen Akzeptanz. Diese ist insb. im Kontext der Ver-
waltungstétigkeit von grosser Bedeutung. Als exekutiver Teil der Gewaltenteilung ist die Verwal-
tung unter anderem dazu da, Gesetze zu vollziehen.’® Die Behdrden treffen verwaltungsrechtliche
Entscheide einseitig und sind dabei meist nicht auf das Einverstandnis der Biirgerinnen und Biir-
ger angewiesen.®® Da Menschen solchen Entscheidungen mehr oder weniger ausgeliefert sind, ist
es im Hinblick auf die Rechtssicherheit wichtig, dass sie diese nachvollziehen und akzeptieren
konnen.S! Eine solche Akzeptanz zu schaffen ist jedoch schwierig, wenn die Technologie, die
hinter Entscheidungen steckt, von der Gesellschaft nicht verstanden wird. Dies gilt jedoch nicht
nur fiir Biirgerinnen und Biirgern, sondern auch fiir die Mitarbeitenden einer Behdrde. Wenn auch
diese die Digitalisierung, insb. durch KI, nicht nachvollziehen kdnnen, gestaltet sich die Imple-
mentierung sowie auch die Anwendung eines solchen Systems als dusserst schwierig.®?

Die Meinungen zur Kiinstlichen Intelligenz und zu ihrem Einsatz spalten sich. Wahrend eine Seite
gegeniiber dem rasanten technologischen Wandel positiv gestimmt ist, ist die andere Seite eher
besorgt und steht dieser Entwicklung skeptisch oder gar dngstlich gegeniiber.®® So hat sich bspw.
gezeigt, dass sich das zunehmende Alter negativ auf den wahrgenommenen Nutzen von ADMS
und positiv auf das wahrgenommene Risiko auswirkt.®*

Unabhéngig davon, ob die beschriebene Skepsis gegeniiber ADMS begriindet ist oder nicht, fiih-
ren solche Uberlegungen zur Notwendigkeit einer Auseinandersetzung mit diesem Thema auf
einer hoheren Ebene, welche weniger rechtlicher, sondern eher moralisch-ethischer Natur ist.
Nichtsdestotrotz darf sie, auch wenn es um das Recht geht, im Diskurs nicht fehlen. Die Frage
dabei lautet: Wollen wir iiberhaupt, dass gewisse Entscheidungen automatisiert erfolgen? Diese
Frage steht losgelost von Praktikabilititsgedanken im Raum, denn nur weil wir etwas kdnnen,
bedeutet dies nicht, dass wir dies auch in jedem Fall wollen. Letzteres wire sicherlich dann zu
verneinen, wenn der Mensch aufgrund von maschinellen Entscheidungen zum Objekt wird. Eine
solche Objektivierung wiirde unter Umstdnden die Menschenwiirde verletzen, da ein Mensch als

Individuum wahrgenommen werden soll und nicht bloss als ein «Muster aus Datenpunkten»®.

» TSCHANNEN/MULLER/KERN, Rz. 3 f.
60 Schlussbericht Ziirich, S. 33.
61 M. w. H. WIEDERKEHR/ROSALES-GEYER, S. 59 f.

62 Schlussbericht Ziirich, S. 21 f.

63 SUTER, S. 71; THOUVENIN/FRUH/GEORGE, S. 7.

64 ARAUJO/HELBERGER/KRUIKEMEIER/DE VREESE, S. 617.
65 SUTER, S. 70 f.



Einsatz von ADMS in der Verwaltung 11

3.5.2 Technologiegliubigkeit und Automation Bias

Die Skepsis, welche in der Gesellschaft teilweise gegeniiber neuen Technologien vorherrscht,
kann im Zusammenhang mit ADMS ein Problem darstellen, wenn es darum geht,
Entscheidungen, welche von solchen Systemen getroffen werden, zu akzeptieren. Paradoxerweise
fiihrt aber auch zu viel Vertrauen zu verschiedenen Herausforderungen. Dies ist dann der Fall,
wenn der Technologie zu viel Glauben beigemessen wird, mit der Konsequenz, dass keine
Uberpriifung ihrer Funktion vorgenommen wird. Zudem herrscht eine hohe Hiirde fiir
Widerspriiche.®® Dies kann dazu fithren, dass Systeme, welche eigentlich der
Entscheidungsunterstiitzung dienen sollten, letztlich zu Systemen der Entscheidungsfindung
werden. Dieses Phinomen wird auch Automation Bias genannt.®” Automation Bias beschreibt die
Tendenz, computer-generierte Ergebnisse zu akzeptieren und sie nicht kritisch zu hinterfragen
oder sie zu iiberpriifen. Dies hat einerseits mit der Neigung von Menschen der Technologie blind
zu vertrauen, andererseits mit fehlenden Kontrollmdglichkeiten zu tun, da das System
moglicherweise nicht richtig verstanden wird. Diese kognitive Verzerrung wird umso stérker,
wenn Faktoren wie Handlungsdruck, Zeitmangel und eine hohe Arbeitsbelastung — z. B. aufgrund
von Personalmangel — hinzukommen.®® Eine Verstirkung des Automation Bias kann auch dann
erfolgen, wenn ADMS in Umgebungen eingesetzt werden, in denen viele &hnliche
Entscheidungen getroffen werden miissen und sich dadurch Routinen entwickeln.®® Solche
Umstinde liegen in der Verwaltung ohne Weiteres vor. Das Zusammenspiel zwischen Mensch
und Maschine und die damit verbundenen Phinomene menschlichen Denkens sind beim Einsatz

von ADMS zu beriicksichtigen.

4 Einsatz von ADMS in der Verwaltung

4.1 Griinde fiir die Anwendung

Die oben genannten Herausforderungen sind keineswegs theoretischer Natur. Automatische Ent-
scheidungssysteme kommen aktuell im Ausland wie auch teilweise in der Schweiz in der 6ffent-
lichen Verwaltung zum FEinsatz. Im Ausland haben verschiedene Anwendungsfille gezeigt, dass
die Einfilhrung von ADMS mit Risiken verbunden ist und nicht immer zum gewliinschten Ergeb-
nis fiihrt. Dennoch gibt es zahlreiche Griinde, die fiir den Einsatz von ADMS in der 6ffentlichen

Verwaltung sprechen. In den letzten Jahren wurde die Verwaltung zunehmend digitaler

66 Schlussbericht Ziirich, S. 41; Position Digitale Gesellschaft, S. 8.
67 Positionspapier AlgorithmWatch, S. 5.
68 STRAUB, S. 7.

69 RUSCHEMEIER, S. 2.
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ausgestaltet.”®

Die damit verbundene Automatisierung von Arbeitsprozessen fiihrt insb. im Be-
reich der Massenverwaltung zu einer Steigerung der Effizienz.”! Mit dem Einsatz von ADMS
kann dem Anstieg in den Fallzahlen und der Komplexitit der Sachverhalte, welche durch die
Verwaltungsbehdrden behandelt werden miissen, besser Rechnung getragen werden.”” Dies fiihrt
zu einer verbesserten Leistung fiir Biirgerinnen und Biirger, da dadurch Ressourcen besser genutzt
werden konnen und somit bspw. Anfragen schneller und besser beantwortet werden konnen. Die
Einfiihrung von ADMS kann auch dazu beitragen, dass sich die Verwaltungsbehorden vertieft mit

den einzelnen Entscheidungsprozessen und -kriterien auseinandersetzen und diese iiberpriifen.”

Die Einfithrung von ADMS kann folglich durchaus im 6ffentlichen Interesse liegen.

4.2 Einsatzgebiete und Anwendungsbeispiele

4.2.1 Internationale Anwendung

ADMS werden international in verschiedenen Bereichen eingesetzt. Ein Beispiel dafiir ist die sog.
vorausschauende Polizeiarbeit. Mittels ADMS wird eine Prognose zur Gefahrlichkeit einer bereits
straffdllig gewordenen Person erstellt, welche dann als Grundlage fiir Vollzugsentscheidungen
dient. Dabei wird an die Wahrscheinlichkeit zur Begehung weiterer Straftaten angekniipft. Mittels
KI-gestiitzter Systeme wird jedoch nicht nur die Gefahrlichkeit eines Menschen vorausgesagt,
sondern auch versucht, potenzielle Gefahren in einem begrenzten Raum vorherzusagen und somit
die Polizeiarbeit danach zu richten. Dies kann zum obengenannten Problem des «overpolicing»
fiihren. Solche Systeme finden in amerikanischen Grossstddten Anwendung, werden jedoch
teilweise auch in Europa verwendet.”* Der Einsatz von ADMS ist auch in Bereichen der
Verwaltung, wie in der Kontrolle und Gewédhrung von Sozialleistungen, Arbeitnehmer-
rekrutierung sowie Migration, iiblich. Dabei handelt es sich teilweise um besonders heikle
Bereiche, da das Machtgefille in diesem Kontext besonders stark ausgeprigt ist.”®

Ebenfalls beliebt ist der Einsatz von Chatbots in der Verwaltung. Diese konnen verschiedene
Funktionen aufweisen. Sie konnten die Rolle von Assistenten {ibernehmen und dabei Anfragen

der Bevolkerung entgegennehmen und verarbeiten.”® Weitere Beispiele, in welchen ADMS

70 Vgl. GLASER, S. 182.

7 MULLER, S. 2.

2 A.a. 0O,S.15.

73 Schlussbericht Ziirich, S. 16.

" BRAUN BINDER, K1, S. 470; BRAUN BINDER/BURRI/LOHMANN et al., S. 5.
& Vgl. Schlussbericht Ziirich, S. 29 f¥.

76 BRAUN BINDER, KI, S. 472.
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vorkommen, umfassen die Besteuerung, die Kontrolle von Grenzen, die Kontrolle des Verkehrs

und weitere Bereiche.”’

4.2.2 Anwendung in der Schweiz

Inwieweit ADMS in der Schweiz verwendet werden, war — und ist teilweise noch heute — unklar.
Dieser Umstand wurde in verschiedenen Aufsédtzen und Berichten kritisiert; es wurde mehr Trans-
parenz gefordert.”® Seit einigen Jahren hat sich sowohl auf Bundes- als auch auf Kantonsebene
einiges getan: Das Kompetenznetzwerk fiir kiinstliche Intelligenz (CNAI) des Bundes hat zur
Transparenzschaffung eine Liste mit Digitalisierungsprojekten, welche auf KI basieren, einge-
fiihrt. In der aktuellen Liste vom 29. Mai 2024 sind drei Projekte gelistet, welche mit «KI-ge-
stiitzte Entscheidungsfindungy gekennzeichnet sind. Es geht dabei um Algorithmen und Elektro-
nik fiir kognitive Radargerite®®, Entscheidungsunterstiitzung fiir Command and Control Sys-
teme®! und die Adressierung ethischer, rechtlicher und gesellschaftlicher Fragen im Umgang mit
KI durch Sicherheitsrobotik®?. Auf Bundesebene geht es also vor allem um Sicherheitsthemen.
Auch auf kantonaler Ebene wird versucht, mehr Transparenz zu schaffen. So haben einige Kan-
tone ebenfalls Projektlisten entwickelt.®> Dennoch ist das Bediirfnis nach Transparenz in den Kan-
tonen aufgrund der vielen kantonalen Unterschiede nicht {iberall gleich erfiillt. Einen erheblichen
Beitrag fiir die Transparenz leisten NGOs wie AlgorithmWatch. Im sog. «Atlas of Automation
Switzerland» werden Aussagen der verschiedenen Kantonsverwaltungen zusammengetragen, wo-
bei sich diese von Kanton zu Kanton stark unterscheiden.

An dieser Stelle ist darauf hinzuweisen, dass die Aussagen von Behorden zum Einsatz von ADMS
aufgrund der verschiedenen Begrifflichkeiten mit Vorsicht zu behandeln sind. Es ist auch mog-
lich, dass bspw. entscheidungsunterstiitzende ADMS nicht erwdhnt werden, obwohl auch diese
zu erheblichen Grundrechtseinschrinkungen fiihren kdnnen und damit durchaus bedeutend sind.
Im Kanton Ziirich werden ADMS, welche nicht auf KI basieren, in Form von «Auszahlungsrobo-
ter» bei der Arbeitslosenkasse des Kantons Ziirich eingesetzt. Komplexe ADMS, die auf KI ba-

sieren, kommen ebenfalls zum FEinsatz. Die Verwaltung des Kantons Ziirich benutzt ADMS in

7 REITER, S. 987.
78 Positionspapier AlgorithmWatch, S. 9.
79 Projektliste CNAL S. 1.

80 A.a. 0, 8S.37.

81 A.a. 0,S.47.

82 A.a.0.,8S.57.

83 Expl. Verzeichnis algorithmischer Systeme Kanton Appenzell Innerrhoden vom 24.06.2024,
<https://www.ai.ch/themen/staat-und-recht/digitale-verwaltung/verzeichnis-algorithmischer-systeme>

(z. b. a.30.07.2024).

84 Atlas of Automation Switzerland, AlgorithmWatch CH sheds light on the algorithmic black box,

<https://algorithmwatch.ch/en/atlas/> (z. b. a. 28.07.2024).
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der Datenaufbereitung, indem Daten bei Abstimmungen auf ihre Plausibilitit gepriift werden und
fehlende Daten, z. B. in Fragebogen, mittels KI ergéinzt werden.®> Auch die Kantonspolizei nutzt
«auf Kiinstlicher Intelligenz beruhende Hilfsmittel zur strukturierten Aufbereitung von grossen
Datenmengen»®®. Weiter werden ADMS durch das Migrationsamt fiir die interne Personalplanung

t.87 Auch im Kanton Bern kommt KI zum

in Bereichen der Abteilung Public Services eingesetz
Einsatz. Ein Algorithmus berechnet im Kanton Bern die Wahrscheinlichkeit, ob ein Steuerdossier
zu korrigieren ist. Steuerdossiers, welche wahrscheinlich keiner Korrektur bediirfen, werden dann
automatisiert weiterverarbeitet.®®

Auch wenn beziiglich des Einsatzes zunehmend Klarheit geschaffen wird, unterbleiben meist
Ausfiihrungen dariiber, inwiefern sich dieser Einsatz auf die Rechte von Biirgerinnen und Biirgern
auswirkt. Es wird nicht ersichtlich, inwiefern solche Systeme mdglicherweise als Grundlage fiir
Entscheidungen bzw. Verfiigungen dienen.

Auch wenn nicht eindeutig ist, ob, wie und mit welchen Auswirkungen ADMS auch in der
Schweizer Verwaltung zum Einsatz kommen, kann davon ausgegangen werden, dass die gleichen
Bereiche der Verwaltung wie im Ausland davon betroffen sind. Es geht dabei insb. um den Einsatz
in Besteuerungs- und Sozialversicherungsverfahren, also um typische Bereiche der Massenver-

waltung.”® Auch in der Schweiz ist der Einsatz von Chatbots in der Verwaltung beliebt, wie z. B.

die Chatbots «Gallus»’! und «Esi»’?.

4.3 Potenzial und kiinftige Plane

Der Einsatz von ADMS in der Schweiz erfolgt nicht auf dem gleichen Level wie im Ausland.
Dies macht die Untersuchung des aktuellen Rechtsrahmens jedoch nicht weniger wichtig, denn
das Potenzial solcher Systeme wird in der Verwaltung als sehr hoch eingeschitzt. So sieht der
Regierungsrat des Kantons Ziirich Potenzial in folgenden Bereichen der Verwaltung: Bei der Vor-
hersage von Fallverldufen im Kindesschutz, der Klassifizierung oder Risikobewertung aufgrund
gewisser Vorgaben, der Entscheidungsfindung im Bereich von Alimentenhilfe und Ausbildungs-
beitrdgen, der Erkennung von 6ffentlichen Gefahrdungen usw. Beziiglich vollautomatisierter Ent-

scheidungen sieht der Kanton Ziirich das Potenzial in der Priifung von Anspriichen, bei der

85 ZH KR-Nr. 248/2021, S. 5.
86 A.a.0,S.6.

87 Ebd.

88 Arbeitsteilung  mit Algorithmen, Beinfo — Personalmagazin der bernischen Kantonsverwaltung,
<https://www.beinfo.sites.be.ch/de/start/rubriken/Zoom/zoom-202203-KI.htmI> (z. b. a. 05.07.2024).

8 Vgl. dazu auch ZH KR-Nr. 9/2022.

%0 Schlussbericht Ziirich, S. 24 f.

ot Gallus, <https://algorithmwatch.ch/en/atlas-db/gallus/> (z. b. a. 29.07.2024).

92 Eidgendssische Stiftungsaufsicht: Frag Esi, <https://www.fragesi.ch/> (z. b. a. 29.07.2024).
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Personalrekrutierung usw.”® Auch andere Kantone erkennen das Potenzial von KI-Systemen in
der Verwaltung.”* Es wird deutlich, dass viel mehr Bereiche fiir den Einsatz von KI in Betracht

kommen, als dies aktuell der Fall ist.

S Das nichtstreitige Verwaltungsverfahren

5.1 Verfahren

Die Verwaltung umfasst viele verschiedene Sachbereiche. Daher kdnnen die Verwaltungsverfah-
ren je nach Fachbereich stark variieren. Den Verwaltungsverfahren in verschiedenen Themenbe-
reichen ist jedoch gemeinsam, dass sie sich auf den Erlass einer Verfiigung richten. Die Verfligung
ist in vielerlei Hinsicht fiir das Verwaltungsverfahren zentral. Mit der Verfiigung kann die Be-
horde ndamlich generell-abstrakte Normen auf einen Einzelfall anwenden und sie dient als typi-
sches Anfechtungsobjekt. Auf Bundesebene ist das Verfahren, welches sich auf den Erlass einer
Verfiigung richtet, hauptsichlich im Verwaltungsverfahrensgesetz (VwWVG) geregelt.” Das Ver-
fahren wird in den meisten Fillen durch ein Gesuch eingeleitet. Danach muss der Sachverhalt
ermittelt werden und die notwendigen Informationen miissen gesammelt werden. Die Feststellung
des Sachverhaltes erfolgt gem. Art. 12 VwVG von Amtes wegen und nach Art. 13 VwVG in ge-
wissen Féllen unter Mitwirkung der Parteien. Wenn der Sachverhalt ermittelt wurde, ist zu priifen,
ob der ermittelte Sachverhalt die bestimmten Voraussetzungen fiir den fiir die betroffene Person
positiven Erlass der Verfligung erfiillt oder nicht. Letztlich endet das nichtstreitige Verwaltungs-
verfahren mit dem Erlass einer Verfiigung nach Art. 5 VwVG. Die Voraussetzungen fiir die Er-

Offnung der Verfiigung und die Erfordernisse der Begriindung richten sich nach Art. 34 VwVG.

5.2 Automatisierung von Verwaltungsaufgaben

Verwaltungsaufgaben werden schon seit geraumer Zeit automatisiert, wobei man mit «Automati-
sierung» die Ubertragung von Aufgaben von einer natiirlichen Person auf eine Maschine meint.”
ADMS sind, wie der Name andeutet, auf das Treffen von Entscheidungen ausgerichtet. Die Ent-
scheidung liegt dabei in den meisten Fiillen im Erlass einer Verfiigung nach Art. 5 VwVG.”” Die

Automatisierung kann jedoch nicht nur auf dem letzten Schritt des Verfligungserlasses erfolgen,

93 ZH KR-Nr. 248/2021, S. 7.
%4 Expl. Medienmitteilung Regierungsrat Kanton Nidwalden, Kiinstliche Intelligenz in der Verwaltung birgt
Chancen und Risiken vom 21.06.2024, <https://www.nw.ch/politikinformationen/115969> (z. b. a.
29.07.2024); NW Nr. 397; AG 23.79.

95 BRAUN BINDER, Verfiigungen, S. 253.

9% OBRECHT, S. 41.

o7 SUTER, S. 269.
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sondern auch bei der Sachverhaltsermittlung. So kann z. B. ein Chatbot™

bei der Erstellung eines
Gesuchs sowie bei der Ermittlung des relevanten Sachverhaltes helfen, indem er die Biirgerin oder
den Biirger auffordert, gewisse Daten in ein System einzugeben. Denkbar sind auch ADMS, wel-
che die benétigten Daten aus verschiedenen Quellen selbst zusammentragen. ADMS konnen ver-
wendet werden, um zu priifen, ob die gewonnenen Daten — und damit der ermittelte Sachverhalt
— gewisse Voraussetzungen erfiillen. Die Verfiigung selbst kann ebenfalls automatisiert erfolgen,
indem sie automatisiert generiert wird oder eine Empfehlung abgegeben wird, welche schliesslich
durch einen Menschen bewertet wird.”

Die Einsatzmoglichkeiten von automatisierten Verfligungen sind sehr breit. Dennoch ist es not-
wendig, automatisierte Verfligungen in den Kontext unserer technischen Entwicklung und der
praktischen Verhiltnisse in der Verwaltung einzuordnen. Das Interesse ist gross, meist fehlt es
jedoch am Knowhow in vielen Bereichen. Insb. die Anwendung von vollautomatisierten Verfii-
gungen ist in der Schweiz auf Praxisebene nicht so weit vorangeschritten wie im Ausland und wie
die Ausfiihrungen in der Literatur vermuten lassen. In Zukunft werden in der Schweiz wahrschein-
lich punktuelle Automatisierungsschritte vorgenommen werden. KI wird daher hauptsachlich als
Unterstiitzung innerhalb des Verwaltungsverfahrens an Bedeutung gewinnen.'% Dafiir braucht es

aber eine geniigende gesetzliche Grundlage.

6 Das Legalititsprinzip im Verwaltungsrecht

6.1 Das Legalititsprinzip im Kontext der Digitalisierung

«Grundlage und Schranke staatlichen Handelns ist das Recht.»'®! Dieser Grundsatz — das sog.
Legalititsprinzip — ist in der Bundesverfassung in Art. 5 Abs. 1 BV verankert. Dieser Artikel sieht
vor, dass staatliches Handeln immer einer gesetzlichen Grundlage bedarf. Das Vorliegen einer
gesetzlichen Grundlage allein reicht jedoch nicht aus, da diese auch bestimmten Anforderungen
geniigen muss. Staatliches Handeln verletzt damit nicht das Legalitdtsprinzip, wenn eine gesetz-

liche Grundlage vorliegt, die

— generell-abstrakter Natur ist (Erfordernis des Rechtssatzes),
— demokratisch ausreichend legitimiert ist (Erfordernis der Normstufe) und

— ausreichend bestimmt ist (Erfordernis der Normdichte).'%?

% Schlussbericht Ziirich, S. 27.

9 A.a.0,S.57f

100 BRAUN BINDER, Staat, Mensch, Algorithmen, S. 6.
101 Art. 5 Abs. 1 BV.

102 TSCHANNEN/MULLER/KERN, Rz. 387.
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Es stellt sich die Frage, welche Rolle das Legalitétsprinzip im Diskurs rund um den Einsatz von
ADMS in der Verwaltung einnimmt. Fiir die Verwaltungstatigkeit gibt das Legalitétsprinzip, bzw.
das Recht, den Rahmen vor, innerhalb welchem sich die Verwaltung bewegen kann. Die Bindung
an das Legalitétsprinzip dient dabei mehreren Zwecken. Zunéchst sollte staatliches Handeln nicht
unberechenbar sein. Entscheidungen, konkret Verfiigungen, die von einer Behdrde einseitig ge-
troffen werden, sollten fiir die Menschen nachvollziehbar und nicht willkiirlich sein. Dies ist zent-
ral, wenn es darum geht, Rechtssicherheit in der Gesellschaft zu schaffen'® und zu gewihrleisten,
dass Entscheidungen der Verwaltung auch akzeptiert werden.!** Gleichzeitig wird Rechtsgleich-
heit gewihrleistet, indem die Bindung an das Legalitdtsprinzip dazu fiihrt, dass dhnlich gelagerte
Fille auch #hnlich entschieden werden.!® Das Legalititsprinzip ist somit fiir den Schweizer
Rechtsstaat wesentlich, da es sowohl eine rechtsstaatliche als auch eine demokratische Funktion
erfiillt.!%

Was hat dies nun mit ADMS zu tun? Der schnelle digitale Wandel bringt wichtige Verdnderungen
mit sich, kann aber auch dazu fiihren, dass Menschen durch die Einfiihrung neuer Technologien
und neue Verfahren verunsichert sind, insb. dann, wenn es sich um Verfahren handelt, die schon
lange routineméssig in einer bestimmten Art und Weise ablaufen. Es ist daher wichtig, dass diese
Unsicherheit unter anderem durch Rechtsetzung abgefangen wird und diesbeziiglich Klarheit ge-
schaffen wird. Da das Recht in diesen Fillen hiufig der Entwicklung «hinterherhinkt», kann es
im Zeitraum ab dem Aufkommen einer neuen Technologie bis zur anschliessenden Regulierung,
der eine Analyse des aktuellen Regelungsbedarfs vorangeht, zu einer unklaren Rechtslage kom-
men.'%” Dabei stellt das Legalititsprinzip sicher, dass die Implementierung neuer Technologien
nicht erfolgen kann, bevor nicht eine Auseinandersetzung mit den Chancen und Risiken erfolgt

ist, welche sich in den zu erlassenden oder zu konkretisierenden Rechtsnormen niederschlégt.

6.2 Teilgehalte des Legalitatsprinzips

6.2.1 Erfordernis des Rechtssatzes

Als gesetzliche Grundlage wird fiir verwaltungsrechtliches Handeln stets eine generell-abstrakte
Norm, ein sog. Rechtssatz, verlangt. Dabei bedeutet «generell-abstrakt», dass sich die Norm an
eine unbestimmte Zahl von Adressaten richtet und die Norm eine unbestimmte Anzahl an

Sachverhalten regelt. Eine Verwaltungsverordnung, welche lediglich Anordnungen und

103 HAFELIN/MULLER/UHLMANN, Rz. 328.

104 WIEDERKEHR/ROSALES-GEYER, S. 59 f.

105 HAFELIN/MULLER/UHLMANN, Rz. 330; vgl. WYSS, S. 64.
106 HAFELIN/MULLER/UHLMANN, Rz. 328.

107 Siehe zum sog. «Regulatory Lag» WEBER/HENSELER, S. 32.
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Weisungen enthélt, die nur fiir die jeweilige Behorde verbindlich sind, erfiillt das Kriterium des
Rechtssatzes nicht.!® Auf das Erfordernis des Rechtssatzes wird an dieser Stelle nicht weiter
eingegangen, da diesem in Bezug auf die Regulierung von ADMS keine tragende Rolle zukommt,

bzw. sich m. E. keine besonderen Probleme in der Rechtssetzung ergeben.

6.2.2 Erfordernis der Normstufe

Art. 5 Abs. 1 BV verlangt nicht, dass die gesetzliche Grundlage in einem formellen Gesetz stehen
muss. Eine Regelung in einer Verordnung oder in vilkerrechtlichen Vertragen, welche durch das
Parlament genehmigt wurden sowie Erlasse von Organen von supranationalen Gemeinschaften
sind in manchen Fillen ausreichend.!” Je nach Regelungsinhalt werden jedoch hdohere
Anforderungen an die Normstufe gestellt. Dies gilt sowohl fiir Fille, in denen Grundrechte in
schwerwiegender Form eingeschrinkt werden (Art. 36 Abs. 1 BV), wie auch fiir wichtige
rechtsetzende Bestimmungen auf Bundesebene (Art. 164 Abs. 1 BV).!! Dabei ist die
Entscheidung dariiber, welche Rechtsnormen wichtig sind und somit in einem Gesetz im
formellen Sinn enthalten sein miissen und welche nicht, hdufig kompliziert.

Die in Art. 164 Abs. 1 BV aufgefiihrten Regelungsgegenstinde sollten als Konkretisierungshilfe
dienen und stellen Beispiele dar, welche einen nicht abschliessenden Charakter aufweisen.!!!
Durch die Literatur wurden daher verschiedene Kriterien entwickelt, welche auf die Wichtigkeit

einer Norm schliessen lassen:''?

— Eingriffsintensitét in Rechte und Freiheiten von Privatpersonen
— Zahl der von der Regelung betroffenen Personen
— Finanzielle Tragweite

— Akzeptierbarkeit

Diese Kriterien nehmen auch in der Diskussion rund um die Rechtméssigkeit von ADMS eine
zentrale Rolle ein, da diese Wichtigkeitskriterien in den meisten Fillen erfiillt sein diirften (siehe
dazu Kapitel 9.2.1). Das Erfordernis an die Normstufe nimmt zudem eine wichtige demokratische

Funktion wahr, da Gesetze — anders als Verordnungen — durch das Volk legitimiert sind.''?

108 HAFELIN/MULLER/UHLMANN, Rz. 340 f.

109 A.a. O, Rz 352.

110 BIAGGINI, OFK BV Art. 5,Rz. 9.

11 BIAGGINI, OFK BV Art. 164, Rz. 4.

12 HAFELIN/MULLER/UHLMANN, Rz. 354 f.; UHLMANN/FLEISCHMANN, S. 11.
113 Zur demokratischen Legitimation KIENER/KALIN/WYTTENBACH, § 9 Rz. 51.
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6.2.3 Erfordernis der Normdichte

Das Legalititsprinzip fordert, dass sich das Verwaltungshandeln auf eine Rechtsnorm stiitzt, die
in ihrer inhaltlichen Ausgestaltung geniigend bestimmt ist. Vollig unspezifische Rechtsnormen,
welche die Behorden dazu erméchtigen, von Fall zu Fall selbst eine Entscheidung zu treffen,
widersprechen dem Legalititsprinzip.!'* Den Behorden wird damit eine Schranke gesetzt und
somit gewihrleistet, dass das staatliche Handeln vorhersehbar und die rechtsgleiche Behandlung
von vergleichbaren Fillen sichergestellt ist.!"> FEin Rechtssatz muss nidmlich
«[...] so prézise formuliert sein, dass die Rechtsunterworfenen ihr Verhalten danach einrichten
und die Folgen eines bestimmten Verhaltens mit einem den Umstéinden entsprechenden Grad an
Gewissheit erkennen kénnen»'!®. Die Behorden haben so die Mdglichkeit, innerhalb einer gewis-
sen Spannbreite Entscheidungen zu treffen, die dem Einzelfall gerecht werden.!!” Ein Rechtssatz
sollte aber auch nicht zu bestimmt sein, denn dies konnte dazu flihren, dass diese sehr komplex
und schwierig zu verstehen sind, was sowohl fiir die Adressatinnen und Adressaten als auch fiir
die anwendenden Behorden ein Problem darstellen konnte.!'8

Zwischen dem Bediirfnis nach Klarheit und Rechtssicherheit einerseits und der Herstellung von
Einzelfallgerechtigkeit sowie der raschen Wandelbarkeit des Rechts andererseits entsteht ein
Spannungsfeld, welches nicht zuletzt auch von rechtspolitischen Uberlegungen geprigt wird.'!”
Im Zusammenhang mit dem Einsatz von ADMS ist das genannte Spannungsfeld aufgrund der
relativen Neuheit von KI — zumindest in Bezug auf verwaltungsrechtliche Entscheidungen — be-
sonders zentral. Die schnelle Entwicklung stellt fiir die Rechtssicherheit eine Hiirde dar, da der
gesetzgeberische Prozess mit Regulierungsbestrebungen nicht nachkommt und eine Konkretisie-
rung einzelner Bestimmungen durch die Gerichte ebenfalls Zeit in Anspruch nimmt.'*® Aufgrund
dieser Problematik ist bei der Priifung des rechtlichen Rahmens betreffend den Einsatz von
ADMS auch auf die Normbestimmtheit ein besonderes Augenmerk zu legen. Dafiir muss der ak-

tuelle Rechtsrahmen von ADMS genauer analysiert werden.

114 HAFELIN/MULLER/UHLMANN, Rz. 342; TSCHANNEN/MULLER/KERN, Rz. 397.

115 BGE 1291161,E.2.1,S. 162 f.

116 Expl. BGE 1391280, E. 5.1, S. 284; kritisch dazu UHLMANN/FLEISCHMANN, S. 13.
17 HAFELIN/MULLER/UHLMANN, Rz. 344.

18 ygl. a.a. 0., Rz. 391.

19 Vgl. a. a. O., Rz. 359, 390 f.

120 Vgl. dazu WysSs, S. 76 f.
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7 Aktuelle Rechtslage im Ausland

7.1 Europaische Union

7.1.1 Art. 22 Datenschutz-Grundverordnung (DSGVOQO)

7.1.1.1 Anwendungsbereich

Die Datenschutz-Grundverordnung (DSGVO) der EU erwéhnt die automatisierte Entscheidungs-
findung an verschiedenen Stellen. Die wichtigste Gesetzesbestimmung ist jedoch
Art. 22 DSGVO. Dieser Bestimmung liegt der Gedanke zu Grunde, dass Maschinen den Men-
schen nicht zu einem «Objekt einer Entscheidung» machen sollen.!?! Der Artikel riumt betroffe-

nen Personen folgendes Recht ein:

Art. 22 Abs. 1 DSGVO: V'« [...] nicht einer ausschliesslich auf einer automatisierten
Verarbeitung —  einschliesslich  Profiling —  beruhenden
Entscheidung unterworfen zu werden, die ihr gegeniiber rechtliche
Wirkung entfaltet oder sie in dhnlicher Weise erheblich

beeintréchtigt. »'??

Dabei handelt es sich nicht um ein generelles Verbot von KI bei der Entscheidungsfindung.
Vielmehr sind alle Entscheidungen umfasst, welche ohne menschliches Zutun erfolgt sind.'* Im
Umkehrschluss wird damit das Recht einer Person auf eine menschliche Entscheidung bzw. auf
menschliche Mitwirkung normiert.'** Dieses Recht ist an verschiedene Voraussetzungen

gekniipft:!*

1) Ausschliesslich automatisierte Verarbeitung

2) Entscheidung im Einzelfall

3) Unterwerfung der betroffenen Person

4) Rechtliche Wirkung oder dhnliche Beeintriachtigung der betroffenen Person durch diese
Entscheidung

Um die Tatbestandsvoraussetzungen von Art. 22 DSGVO zu erfiillen, muss die automatisierte
Entscheidung dazu fiihren, dass zwischen mehreren Alternativen ausgewahlt wird und diesem Akt

eine Abschlusswirkung zukommt. Dies bedeutet, dass auch eine effektive Entscheidung mit

121 MARTINI, S. 170.

122 Art. 22 Abs. 1 DSGVO.

123 BRAUN BINDER/BURRI/LOHMANN et al., S. 6.
124 ARNING, S. 462.

125 A.a.0O,S. 464.
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Konsequenzen  getroffen werden muss. Datenauswertungen, welche Dbloss als
Entscheidungsvorbereitung dienen, sind vom Anwendungsbereich von Art. 22 DSGVO nicht
erfasst. Die automatisierte Entscheidung muss sich zudem auf einen individuell-konkreten
Sachverhalt beziehen.!?® Weiter verlangt das Tatbestandsmerkmal der Unterwerfung, dass die
Grundlagen der automatisierten Entscheidung einseitig festgelegt werden. Wenn die betroffene
Person selbst in massgebender Weise mitwirken kann oder wenn die automatisierte Entscheidung
nur ausfiihrt und kontrolliert, wire eine Unterwerfung zu verneinen.'?” M. E. kénnte dariiber
diskutiert werden, ob die Voraussetzungen fiir eine Entscheidung im Sinne des Art. 22 DSGVO
in Fallen blosser Kontrolle und Ausfiihrung tiberhaupt gegeben wéren. Dies ist hier jedoch nicht
weiter zu thematisieren.

Beim Anwendungsbereich von Art. 22 DSVGO ist es wichtig zu beachten, dass dieser bloss
vollautomatisierte Entscheidungen umfasst. Sobald ein Mensch eingreift und dabei einen
gewissen FEinfluss auf die Entscheidung hat, ist die Anwendung von Art. 22 DSGVO
ausgeschlossen.'?® Dies ist angesichts der Tatsache, dass davon auszugehen ist, dass insb.
teilautomatisierte Entscheidungen in Zukunft eine Rolle spielen werden und diese
Datenschutzrisiken sowie andere Risiken mit sich bringen, nicht zu begriissen.'?’

Die letzte Voraussetzung betrifft die Frage nach der Wirkung der Entscheidung. Um vom
Anwendungsbereich von Art. 22 DSGVO umfasst zu sein, muss die Entscheidung ndmlich

rechtliche Konsequenzen oder eine #hnliche Beeintriichtigung zur Folge haben.!3°

7.1.1.2 Rechtsfolgen

Wenn die Tatbestandsvoraussetzungen von Art. 22 Abs. 1 DSGVO erfiillt sind, darf die
automatisierte Entscheidung nicht erfolgen. Dies gilt jedoch nicht, wenn eine Ausnahme gem.
Art. 22 Abs. 2 oder 3 DSGVO vorliegt.!’! Darunter fallen bspw. das Vorliegen von
Rechtsvorschriften, welche die automatisierte Entscheidung als zuldssig erachten und die Rechte,
Freiheiten und Interessen der Person geniigend wahren. Die Einwilligung der betroffenen Person
in die automatisierte Entscheidung ist ebenfalls ein Ausnahmegrund.'*?> Automatisierte
Entscheidungen sind somit unzuléssig, es sei denn, sie werden durch Rechtsnormen als zuldssig
bezeichnet oder es liegt eine Einwilligung vor. Zu beachten ist auch, dass Art. 23 DSVGO

festhilt, dass unter anderem von Art. 22 DSGVO mittels nationalen Gesetzgebungsmassnahmen

126 ARNING, S. 465.

127 A.a.0O.,,S. 467.

128 HOEREN/NIEHOFF, S. 53.

129 Siehe dazu MARTINIS. 172 ff. und 178 fT.
130 ARNING, S. 470 f.

131 A.a.0.,S.475f.

132 Art. 22 Abs. 2 lit. b und ¢ DSVGO.
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abgewichen werden kann, wenn dies bspw. der nationalen Sicherheit,'** der 6ffentlichen
Sicherheit,'** der Verhiitung, Aufdeckung von Straftaten!*> usw. dient. Das Verbot von ADMS
gilt von sich aus und muss nicht speziell geltend gemacht werden. Wenn dieses Recht verletzt
wird, kann dies mit einer Busse nach Art. 83 Abs. 5 lit. b DSGVO sanktioniert werden. Auch
Schweizer Unternehmen konnen unter Umstinden von der DSGVO betroffen sein,'*® darauf ist
jedoch nicht weiter einzugehen.

Diese Sanktionierungsmdglichkeit und der Umstand, dass das Recht, keinen automatisierten
Entscheidungen unterworfen zu werden, bereits wirkt, ohne dass es aktiv geltend gemacht werden
muss, wirken sich positiv auf die Rechte von Biirgerinnen und Biirgern aus. Da die Griinde fiir
eine Abweichung von Art. 22 DSGVO und Art. 23 DSGVO sehr breit gefasst sind und jedes
Mitgliedsland in der Regulierung von Ausnahmen einen grossen Spielraum hat, stellt sich
einerseits die Frage, ob Art. 22 DSVGO als Rechtsgrundlage gentigend Schutz fiir die Rechte und
Freiheiten von betroffenen Personen bietet, was der Zweck dieser Norm ist.!*” Auf der anderen
Seite, sollte die Regelung von Art. 22 DSGVO nicht zu einer Hemmung des technischen

8 weshalb ein solcher offener Ansatz

Fortschrittes und der Innovation fiihren,'?
hochstwahrscheinlich die beste Losung darstellt. Ausnahmen vom Verbot werden ausserdem nur
mit der Bedingung gestattet, dass geniigend Schutz geboten wird. Zu diesen Schutzmdoglichkeiten
gehoren: Das Recht auf Intervention eines Menschen, die Erlduterung der Entscheidung zu

erhalten, das rechtliche Gehdr sowie Anfechtungs- und Neubeurteilungsmoglichkeiten.!*

7.1.2 Art. 13 und 15 DSGVO

Art. 13 Abs. 2 lit. fund Art. 14 Abs. 2 lit. g DSGVO rdumen den betroffenen Personen das Recht
ein, Informationen iiber das Bestehen einer automatisierten Entscheidungsfindung nach
Art. 22 Abs. 1 und 4 DSGVO zu erhalten. Dazu gehdren auch Informationen tiber die involvierte
Logik, die Tragweite und die Auswirkungen der Verarbeitung von Personendaten fiir eine
betroffene Person. Zusitzlich besteht ein Auskunftsrecht nach Art. 15 Abs. 1 lit. h DSGVO. Zu
solchen Informationen gehoren allgemeine Informationen, insb. die bei der Entscheidungsfindung
zu beriicksichtigenden Faktoren sowie deren Gewichtung.!*’ Diese Schutzrechte ermdglichen den

Betroffenen, in effektiver Weise gegen automatisierte Entscheidungen vorzugehen, indem sie die

133 Art. 23 Abs. 1 lit. a DSVGO.

134 Art. 23 Abs. 1 lit. ¢ DSVGO.

135 Art. 23. Abs. 1 lit. d DSGVO.

136 DSGVO Auswirkungen Schweiz, S. 3 ff.
37 ARNING, S. 464.

133 MARTINE, S. 170 f.

139 A.a.0,S.172.

140 Leitlinien Datenschutzgruppe, S. 30.
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Rechtmaissigkeit der Entscheidung tiberpriifen konnen. Dies geht jedoch nur, wenn die
Betroffenen verstehen, warum die Entscheidung so ausgefallen ist, wie sie ausgefallen ist und
welche Faktoren dabei eine Rolle gespielt haben.!*! Wie genau diese Anforderungen zu erfiillen
sind, geht aus Art. 13 bis 15 DSGVO nicht klar hervor. Die in Art. 12 DSGVO verlangte Auskunft
«[...] in praziser, transparenter, verstdndlicher und leicht zugidnglicher Form in einer klaren und
einfachen Sprache [...] »'*?* konnte jedoch mittels Herausgabe des Ausgangscodes erfolgen,
indem Personen mit den Trainingsdaten versorgt werden oder indem die hidden layers des
neuronalen Netzwerkes sichtbar gemacht werden.!'*® Letztere Verfahren werden aktuell unter dem

Begriff «Erklirbare KI» oder «Explainable Al» erforscht.!**

7.1.3 KI-Verordnung (KI-VO)

Am 13. Mérz 2024 nahm das europdische Parlament nach langer Zeit die KI-Verordnung
(KI-VO) — besser bekannt als Al Act — an. Seit dem 12. Juli 2024 ist die endgiiltige Fassung im
Amtsblatt der EU publiziert.'* Die KI-VO ist der erste umfassende Rechtsrahmen fiir KI
tiberhaupt. Sie ist Teil eines Massnahmenpakets und soll sicherstellen, dass Grundrechte,
Sicherheit und ethische Grundsitze gewahrt werden und nicht durch KI-Systeme beeintréchtigt
werden. Dafiir soll das Risiko, welches von besonders leistungsfahigen KI-Modellen ausgeht,
minimiert werden.!*¢ Die KI-VO verfolgt dabei einen risikobasierten und menschenzentrierten

Ansatz.'*7 KI-Systeme werden dafiir in verschiedene Risikostufen unterteilt:

1) Minimales oder geringes Risiko
2) Hohes Risiko

3) Unannehmbares Risiko

KI-Anwendungen, welche ein geringes und minimales Risiko aufweisen, werden wenig bis gar
nicht reguliert.'*® Auf der anderen Seite sind KI-Systeme, welche ein unannehmbares Risiko
darstellen, gem. Art. 5 KI-VO verboten. Diese Systeme stellen fiir die Grundrechte der
betroffenen Personen aufgrund ihrer Art und der Intensitit des Eingriffs ein inakzeptables Risiko

dar. Zu dieser Kategorie zdhlen KI-Systeme, welche «Techniken der unterschwelligen

141 HOEREN/NIEHOFF, S. 53 f.

142 Art. 12 Abs. 1 DSGVO.

143 HOEREN/NIEHOFF, S. 58 ff.

144 Bericht IDA, S. 64; GLASER, S. 212.

145 Amtsblatt 2024, <https://artificialintelligenceact.eu/de/das-gesetz/> (z. b. a. 26.07.2024).
146 Gestaltung der digitalen Zukunft Europas, KI-Gesetz, <https://digitalstrategy.ec.europa.eu/de/policies/
regulatory-framework-ai> (z. b. a. 09.07.2024).

147 LINARDATOS, S. 58; MULLER, S. 7.

148 MULLER, S. 9 f.
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149

Beeinflussung auflerhalb des Bewusstseins einer Person» * oder «absichtlich manipulative oder

tauschende Technikeny!'>°

verwenden. Solche KI-Systeme beeinflussen das Verhalten einer
Person oder einer Gruppe, indem das System ihre Willensbildung beeinflusst, woraus ein
erheblicher Schaden entsteht oder entstehen kann. Weiter verboten ist das Ausnutzen der
Schutzbediirftigkeit von gewissen Personengruppen (Art. 5 Abs. 1 lit. b KI-VO), das sog. Social-
Scoring von Behorden (Art. 5 Abs. 1 lit. ¢ KI-VO) sowie die Verwendung von Profiling-
Systemen zur Bewertung des Risikos einer natiirlichen Person im Zusammenhang mit der
Begehung einer Straftat (Art. 5 Abs. 1 lit. d KI-VO). Auch verboten — jedoch mit Vorbehalt — ist
die biometrische Gesichtserkennung in Echtzeit im &ffentlichen Raum. !

Diese beiden Kategorien — mit Ausnahme der biometrischen Gesichtserkennung im 6ffentlichem
Raum — sind grundsétzlich nicht Gegenstand der Diskurse. In Bezug auf die mittlere Kategorie ist
dies anders, da sich diesbeziiglich verschiedene Abgrenzungsschwierigkeiten ergeben.!*? Es geht
dabei um sog. Hochrisikosysteme. Hochrisikosysteme sind Anwendungen und Praktiken, welche
nicht verboten sind, aber aufgrund ihres hohen Risikos gewisse Verhaltensregelungen und
Verantwortungsgrundsitze ausldsen.'** Unter anderem gelten KI-Systeme als hochriskant, wenn
sie in den Anwendungsbereich gem. Anhang III der KI-VO fallen. Einige dieser relevanten

Anwendungsbereiche sind:

— Die Verwaltung und der Betrieb von kritischen Infrastrukturen (Anhang III
KI-VO Abs. 2).

— Entscheidungen iiber den Zugang natiirlicher Personen zu Bildung und Eignung sowie
Kiindigung von Arbeitsverhiltnissen (Anhang I11 KI-VO Abs. 3 und 4).

— KI-Systeme, die von Strafverfolgungsbehorden zur Risikobewertung verwendet werden
(Anhang III KI-VO Abs. 6).

— KI-Systeme, welche im Zusammenhang mit Migrations-, Asyl- oder Grenzkontrollen ver-
wendet werden (Anhang III KI-VO Abs. 7).

— KI-Systeme, welche von Justizbehdrden zur Sachverhaltsermittlung und Auslegung ver-

wendet werden (Anhang III KI-VO Abs. 8).

Die im Anhang III genannten KI-Systeme fallen ohne Weiteres in die Tatigkeitsgebiete der Ver-

waltung. Systeme, die in diese Kategorien fallen, miissen jedoch nicht zwingend als hochriskant

149 Art. 5 Abs. 1 lit. a KI-VO.

150 Art. 5 Abs. 1 lit. a KI-VO.

151 Sieche AMMANN/POHLE, S. 139 fiir weitere verbotene Praktiken.
152 A.a. 0.,S. 140; MULLER, S. 8 f.

153 LINARDATOS, S. 62.
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eingestuft werden. Ausnahmsweise konnen sie gem. Art. 6 Abs. 3 KI-VO nicht als hochriskant
gelten, wenn sie kein erhebliches Risiko fiir die Gesundheit, Sicherheit oder Grundrechte von
Personen darstellen. Dazu gehoren bspw. Systeme, welche vorbereitende Aufgaben iiberneh-

155

men'** und Entscheidungsmuster erkennen, ohne eine effektive Bewertung vorzunehmen'* oder

Systeme, die lediglich eine menschliche Titigkeit verbessern. !>

Ob dies der Fall ist, kann durch den Anbieter der KI selbst ermittelt werden. Wird ein System
jedoch als Hochrisiko-KI-System eingestuft, so sind damit verschiedene Pflichten verbunden.
Dazu gehoren der Einsatz von Risiko- und Qualitdtsmanagementsystemen sowie Aufzeichnungs-
und Transparenzpflichten.'>” Fiir die Nutzer von Hochrisiko-KI-Systemen, also bspw. fiir die Be-

horden, gelten nach Art. 26 KI-VO folgende Pflichten:

1) Befolgung von Nutzungsanweisungen

2) Bestellung von qualifiziertem Personal zur Beaufsichtigung
3) Sicherstellung von Reprisentativitit der Eingabedaten

4) Uberwachung der Performance

5) Information beziiglich Risiken und Vorfillen

6) Aufbewahrung von Betriebsprotokollen

Staatliche Einrichtungen miissen nach Art. 27 KI-VO zusitzlich eine grundrechtliche Folgenab-
schitzung vornehmen.!*®

Die KI-VO kann fiir die Schweiz nicht nur indirekt, sondern auch direkt eine Auswirkung haben.
Anbieterinnen und Anbieter sowie Nutzerinnen und Nutzer konnen in der Schweiz ebenfalls an
die KI-VO gebunden sein, wenn ihre Systeme in der EU angeboten werden oder wenn das Ergeb-
nis ithrer Systeme in der EU verwendet wird. Dies kann nicht nur fiir Private, sondern auch fiir die
offentliche Verwaltung relevant sein. Wenn ein Chatbot einer Schweizer Behorde einer schwei-
zerischen Biirgerin oder einem Biirger, die oder der jedoch in der EU wohnt, eine Auskuntt erteilt,
so wire die KI-VO in diesem Fall anwendbar und es wiren bspw. Transparenzpflichten zu erfiil-

len.!>®

154 Art. 6 Abs. 3 lit. d KI-VO.
155 Art. 6 Abs. 3 lit. ¢ KI-VO.
156 Art. 6 Abs. 3 lit. b KI-VO.
157 AMMANN/POHLE, S. 140.
158 A.a.0O.,,S. 141 f.

159 MULLER, S. 21.
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7.2 Deutschland: § 35a Verwaltungsverfahrensgesetz (VwV{G)

In Deutschland wurde eine Grundlage fiir vollautomatisierte Verwaltungsverfahren im

Verwaltungsverfahrensgesetz geschaffen.!®® § 35a VwV{G hat folgenden Wortlaut:

§ 35a VwV1G: «Ein Verwaltungsakt kann vollstindig durch automatische Einrichtungen
erlassen werden, sofern dies durch Rechtsvorschrift zugelassen ist und

weder ein Ermessen noch ein Beurteilungsspielraum besteht. »'¢!

Unter einer automatischen Einrichtung versteht dieses Gesetz eine technische Einrichtung, die in
der Lage ist, nach vorgéingiger Programmierung, ohne dass ein Mensch eingreifen muss, eine
Verwaltungsentscheidung zu generieren.!®?> Es muss dabei der gesamte Verwaltungsakt automa-
tisiert erfolgen, wobei aber die Bekanntgabe der Entscheidung durch einen Menschen nicht scha-
det.'®3 Von § 35a VwV{G werden also nur vollautomatisierte ADMS umfasst.

Der vollstindig automatisierte Erlass einer Verfiigung ist nur dann zulissig, wenn eine Zulassung
in Form einer Rechtsvorschrift besteht. Es handelt sich dabei um einen Regelungsvorbehalt, wel-
cher anderen Fachgesetzen die Mdglichkeit gibt, selbst Regulierungen {iber die Zuldssigkeit von
solchen Verfiigungen zu treffen.'® Es spielt dabei keine Rolle, auf welcher Stufe der Rechtssatz
erfolgt, wobei besondere Voraussetzungen fiir Grundrechtseinschrankungen gelten. Ein Grund-
rechtsbezug diirfte meist gegeben sein. 6

Ausgeschlossen ist der automatisierte Erlass, wenn der Behorde ein Ermessen oder Beurteilungs-
spielraum zukommt. Darunter fallen auch die Auslegung von unbestimmten Rechtsbegriffen so-

wie alle anderen Fille, sofern fiir die Behdrde ein Entscheidungsspielraum besteht. !¢

7.3 Uberblick iiber ausgewihlte Linder

Frankreich hat bereits sehr friith die automatisierte Einzelentscheidung in das eigene Gesetz auf-
genommen.'®” Aktuell enthilt das franzdsische Recht in Art. L311-3-1 eine Regelung im Code
des relations entre le public et I’administration. Es handelt sich dabei um ein Gesetz, welches die
Beziehungen zwischen der Offentlichkeit und der Verwaltung regelt. Diese Bestimmung hilt fest,

dass eine Person liber eine Einzelentscheidung, welche auf der Grundlage einer algorithmischen

160 Fiir weitere Gesetzesinderungen in Deutschland siche BRAUN BINDER, Deutschland, S. 3 ff.

16l §353 VwVIG.
162 PAUTSCH, Rz. 3.
163 A.a.O,Rz. 5.
164 A.A.O.,,Rz. 6.
165 A.a.O.,,Rz. 7.
166 A.a. O, Rz 10.
167 SUTER, S. 218.
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Verarbeitung getroffen wird, informiert werden muss. Wenn die betroffene Person dies beantragt,
miissen auch die Regeln, Grundsitze und Hauptmerkmale der Verarbeitung und Umsetzung be-
kannt gegeben werden.'®

Andere europdische Lander haben keine weitergehenden Regelungen erlassen, da fiir die meisten
Art. 22 DSGVO einschlégig ist. In nationalen Gesetzgebungen wurden meist Ausnahmen gestiitzt
auf Art. 23 DSGVO erlassen, wobei diese teilweise relativ weit gehen. Eine Erweiterung der

Betroffenenrechte ist meist nicht vorhanden.!'®®

Schweden hat jedoch automatisierte
Entscheidungen in das nationale Verwaltungsgesetz, das sog. Forvaltningslagen aufgenommen.
§ 28 Forvaltningslagen sieht explizit vor, dass Entscheidungen von Behdrden auch automatisiert
getroffen werden konnen, somit erfolgt eine Normierung von ADMS ausserhalb des Kontextes
des Datenschutzes.

Auch Lénder ausserhalb von Europa sind sich der Relevanz dieser Thematik durchaus bewusst
und haben dementsprechend rechtliche Grundlagen geschaffen. Ein Beispiel dafiir ist das sog.

Blueprint for an Al Bill of Rights, welches im Jahr 2022 in den USA publiziert wurde.!”

8 Aktuelle Rechtslage in der Schweiz
8.1 Art. 21 Datenschutzgesetz (DSG)

8.1.1 Anwendungsbereich und Entstehungsgeschichte

Mit dem Inkrafttreten des neuen Datenschutzgesetzes am 1. September 2023 erfolgten verschie-
dene Veridnderungen, welche angesichts der rasanten Entwicklung unserer Technologie sowie den
immer grdsser werdenden Datenmengen (Big Data) unerlisslich wurden. Anderungen erfolgten
insb. im Bereich der Transparenz- und Kennzeichnungspflichten. Der Gesetzgeber erkannte zu-
dem auch die Notwendigkeit der Erweiterung des Schutzes fiir besonders schiitzenswerte Perso-
nendaten.'”!

Im Rahmen der Totalrevision des DSG findet auch der Begriff der automatisierten Einzelentschei-

dung erstmals Eingang in das Gesetz:

168 Article L311-3-1 Code des relations entre le public et ’administration, Version en vigueur depuis le

09.10.2016, création LOI n°2016-1321 du 07.10.2016, <https://www.legifrance.gouv.fr/codes/

article 1c/LEGIARTI000033205535> (z. b. a. 29.07.2024).

Expl. Algorithm Watch, Denmark, Automating Society 2019, <https://algorithmwatch.org/en/automating-

society-2019/denmark/> (z. b. a. 30.07.2024).

170 Blueprint for an Al Bill of Rights, <https://www.whitehouse.gov/ostp/ai-bill-of-rights/#applying>
(z. b. a.30.07.2024).

171 BBI12017 6941, S. 6943.

169



Aktuelle Rechtslage in der Schweiz 28

Art. 21 Abs. 1 DSG: Y «Der Verantwortliche informiert die betroffene Person iiber eine
Entscheidung, die ausschliesslich auf einer automatisierten
Bearbeitung beruht und die fiir sie mit einer Rechtsfolge verbunden
ist oder sie erheblich  beeintrdchtigt (automatisierte

Einzelentscheidung).»'"*

Mit einer automatisierten Einzelentscheidung beschreibt dieser Artikel eine Entscheidung, welche
ausschliesslich auf einer automatisierten Datenbearbeitung beruht. Es geht dabei sowohl um eine
inhaltliche Beurteilung eines Sachverhaltes sowie auch um die darauf beruhende Entscheidung,
welche ausschliesslich durch einen Algorithmus erfolgt, ohne dass eine natlirliche Person daran
mitwirkt. Mit anderen Worten geht es hierbei ebenfalls um vollautomatisierte ADMS. Sobald eine
natiirliche Person in die Entscheidungsfindung eingreifen kann, ist der Anwendungsbereich von

Art. 21 Abs. 1 DSG nicht eréffnet.'”?

8.1.2 Tatbestandsvoraussetzungen

Aus dem Wortlaut von Art. 21 Abs. 1 DSG lassen sich folgende Tatbestandsvoraussetzungen ab-

leiten:

1) Es liegt eine Entscheidung vor, die ausschliesslich auf einer automatisierten Bearbeitung be-
ruht.
2) Die Entscheidung ist fiir die betroffene Person mit einer Rechtsfolge verbunden oder beein-

trachtigt sie erheblich.

Eine Entscheidung, die auf einer automatisierten Bearbeitung beruht, muss nicht zwingend unter
Einsatz von Kiinstlicher Intelligenz erfolgen, sondern kann auch auf einem einfachen Algorithmus
beruhen. Damit eine Entscheidung als automatisiert gilt, muss eine Datenverarbeitungsanlage,
also ein Computer, verwendet werden. Dem Wortlaut nach muss eine ausschliessliche Automati-
sierung erfolgen. Dabei stellt sich die Frage, welcher Automatisierungsgrad vorgegeben sein muss
bzw. welche menschliche Einwirkung dazu fiihrt, dass die Entscheidung nicht mehr als aus-
schliesslich automatisiert angesehen wird. Gem. der Botschaft zur DSG-Revision muss die indi-
viduelle Beurteilung des Sachverhaltes und die darauf beruhende Entscheidung ohne das Zutun
einer natiirlichen Person erfolgen.!” Der Wortlaut von Art. 21 Abs. 1 DSG sieht jedoch vor, dass

eine Entscheidung auf einer ausschliesslich automatisierten Bearbeitung «beruht». Somit muss

172 Art. 21 Abs. 1 DSG.
173 OBRECHT, S. 40.
174 BBI12017 6941, S. 7056 f.
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die Entscheidung selbst nicht automatisiert ergehen, sondern es reicht aus, dass lediglich die Be-
arbeitung automatisiert erfolgt.!”

Die Entscheidung, welche auf einer solchen automatisierten Datenverarbeitung beruht, darf aber
nicht bloss eine Vorbereitung fiir eine durch eine natiirliche Person getroffene Vorselektion oder
Empfehlung darstellen. Dies bedeutet nicht, dass natiirliche Personen gar nicht eingreifen diirfen.
Wenn jedoch eine natiirliche Person zusétzliche Kriterien in der Sachverhaltsermittlung beriick-
sichtigt oder sie einen automatisiert generierten Entscheidungsvorschlag effektiv liberpriift sowie
ungebunden entscheiden kann, ist eine ausschliessliche Automatisierung zu verneinen.!’® Eine
blosse Uberwachung des Systems reicht dementsprechend nicht aus, damit bereits ein Eingriff
durch eine natiirliche Person vorliegt.!”’

Als zweites Kriterium muss die getroffene Entscheidung fiir die betroffene Person eine Rechts-
folge oder eine erhebliche Beeintrdchtigung mit sich bringen. Eine Rechtsfolge ist dann gegeben,
wenn die Entscheidung die Rechtsposition einer Person dndert. Diese Rechtsfolge muss direkt mit
der Entscheidung zusammenhingen bzw. aus dieser herrithren.!”® Auch eine erhebliche Beein-
trachtigung flihrt zu einer Anwendung von Art. 21 Abs. 1 DSG. Vorausgesetzt wird, dass diese
Beeintrachtigung die betroffene Person «in ihren wirtschaftlichen oder personlichen Interessen,
nachhaltig einschrinkt»'””. Das kann bspw. dann erfiillt sein, wenn Bewerbungsunterlagen auto-
matisiert bewertet werden und gestiitzt darauf keine Einladung zu einem Vorstellungsgesprich
erfolgt.'80

Zusitzlich zu den in Art. 21 Abs. 1 DSG genannten Voraussetzungen verlangt die Botschaft zur
DSG-Revision, dass die Entscheidungen eine gewisse Komplexitit aufweisen.'®! Folglich werden
einfache Wenn-Dann-Entscheidungen ausgenommen.'®?> Das Erfordernis der Komplexitit wird
damit begriindet, dass der Sinn und Zweck von Art. 21 DSG im Schutz der betroffenen Personen
vor nicht nachvollziehbaren Entscheidungsprozessen liege und, das Recht auf Uberpriifung durch
eine natiirliche Person hauptsichlich in solchen Fillen sinnvoll sei.'®? Eine solche Abgrenzung ist
jedoch nicht in jedem Fall einfach.!8* Anders als in der Botschaft beschrieben, soll sich das Kom-

plexititserfordernis nach HENSELER und VASELLA auf den Gegenstand des Entscheids und nicht

175 HENSELER/VASELLA, BSK DSG Art. 21, Rz. 21.
176 A.a. O.,Rz. 22.

177 A.a. O.,Rz. 23.

1 A.a.O,Rz27f

179 A.a. O, Rz 31.

180 A.a. O, Rz 33.

181 BBI12017 6941, S. 7056.

182 BRAUN BINDER, Verfiligungen, S. 258.

183 HENSELER/VASELLA, BSK DSG Art. 21, Rz. 17.
184 SUTER, S. 265.
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auf den Entscheidungsprozess beziehen. Als Beispiel fiir eine komplexe, aber unproblematische
Entscheidung nennen sie ein Gesichtserkennungssystem fiir ein E-Banking-Login. Somit wéren
bspw. auch Wenn-Dann-Entscheidungen umfasst, sofern der Gegenstand, auf den sie sich bezie-
hen, komplex ist.!3% In Bezug auf den Sinn und Zweck von Art. 21 DSG erscheint das Erfordernis
der Komplexitdt sinnvoll, jedoch ergeben sich m. E. mit diesem Erfordernis — ungeachtet dessen,
ob es sich auf den Entscheid oder den Entscheidungsprozess bezieht — Abgrenzungsschwierigkei-
ten. So ist fraglich, ab wann ein Gegenstand als komplex angesehen werden soll. Soll dabei an die
potenziellen Auswirkungen auf die Grundrechte von Betroffenen angekniipft werden oder an an-

dere Bedingungen?

8.1.3 Rechtsfolgen

In Art. 21 Abs. 1 DSG ist als Rechtsfolge fiir das Vorliegen einer automatisierten Einzelentschei-
dung eine Informationspflicht vorgesehen. Gesetzlich ist nicht verankert, wann eine solche Infor-
mation erfolgen soll, weshalb davon ausgegangen werden kann, dass eine Pflicht zur vorgéngigen
Information nicht besteht. Fiir private Akteure wird nicht spezifiziert, wie eine solche Information
umgesetzt werden muss. In Bezug auf staatliche Akteure gibt Art. 21 Abs. 4 DSG vor, dass die
Entscheidung selbst gekennzeichnet werden muss.'* Die inhaltliche Ausgestaltung muss sich so-
wohl auf das Ob als auch auf das Wie beziehen. Auf Verlangen der betroffenen Person sind aber

auch solche Informationen nach Art. 25 Abs. 2 lit. f DSG zu erteilen:

Art. 25 Abs. 2 lit. f DSG:  ? «Die betroffene Person erhdlt diejenigen Informationen, die er-
forderlich sind, damit sie ihre Rechte nach diesem Gesetz geltend
machen kann und eine transparente Datenbearbeitung gewdhrleis-

tet ist. In jedem Fall werden ihr folgende Informationen mitgeteilt:

[..]

f- gegebenenfalls das Vorliegen einer automatisierten Einzel-
entscheidung sowie die Logik, auf der die Entscheidung be-

ruhty.

Dabei sind die der Einzelentscheidung zugrundeliegenden Algorithmen nicht Teil des Auskunfts-

rechts, sondern bloss die «Grundannahmen der Algorithmus-Logik»!'®’.

185 HENSELER/VASELLA, BSK DSG Art. 21, Rz. 18; a. M. BRAUN BINDER, Verfligungen, S. 258.
186 HENSLER/VASELLA, BSK DSG Art. 21, Rz. 36 f.
187 GRAMIGNA, BSK DSG Art. 25, Rz. 24.
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Neben den Informationsrechten nach Art. 21 Abs. 1 und 4 DSG stehen der betroffenen Person
nach Art. 21 Abs. 2 DSG auch andere Rechte zu. Betroffene Personen haben ein Recht auf die
Darlegung des eigenen Standpunktes. Der Zeitpunkt dieser Ausserung ist gesetzlich nicht vorge-
geben. Das Recht zur Darlegung des eigenen Standpunktes ist bereits dann gewéhrt, wenn bspw.
ein Textfeld in einem Online-Formular bereitgestellt wird.'®® Es besteht auch ein Recht auf Uber-
priifung der Entscheidung durch eine natiirliche Person. Diese Person muss befugt sein, die Ent-
scheidung zu verdndern und ihr miissen alle relevanten Informationen vorliegen, welche bei der
automatisierten Entscheidung von Relevanz waren. Wenn es um den Erlass von Verfligungen
durch Bundesorgane geht, ist diese Anforderung erfiillt, wenn gegen die Verfiigung ein ordentli-

ches (vollkommenes) Rechtsmittel ergriffen werden kann.'®

8.2 Bundesverfassung (BV)
Die Bundesverfassung enthélt keine Regelungen, welche direkt ADMS oder KI im Allgemeinen

umfassen. Dennoch kann der Einsatz von ADMS zu verschiedenen Grundrechtseinschrankungen
fiihren. Betroffen ist dabei einerseits die Menschenwiirde in Art. 7 BV (sieche Kapitel 7.1.1.1) so-
wie die informationelle Selbstbestimmung nach Art. 13 Abs. 2 BV, welche den Grund fiir die ge-
setzlich statuierten Informationspflichten darstellt. Ein weiteres Grundrecht, welches durch
ADMS betroffen sein kann und eine wesentliche Rolle einnimmt, ist das Diskriminierungsverbot
nach Art. 8 Abs. 2 BV (siehe dazu Kapitel 3.4). Doch nicht nur die individuellen Grundrechte,
sondern auch Verfahrensgrundrechte konnen verletzt werden. In der Bundesverfassung werden
diese in Art. 29 BV geregelt. Besondere Herausforderungen fiir die Verwaltung stellen die Ge-
wihrung des rechtlichen Gehdrs sowie die Begriindung staatlichen Handelns dar, da sich das Ver-
waltungsverfahren durch den Einsatz von Algorithmen verindert, jedoch sichergestellt werden

muss, dass die betroffenen Personen dadurch keinen Nachteil erleiden. !

8.3 Verwaltungsrecht

8.3.1 Verwaltungsverfahrensrecht (VwVG)
Auch im allgemeinen Verwaltungsrecht der Schweiz, gibt es keine Rechtsnormen, welche den
automatisierten Erlass einer Verfiigung explizit regeln. Namentlich fehlt eine Gesetzesnorm, wie

sie § 35a VwVIG im deutschen Recht darstellt (siche dazu Kapitel 7.2).

188 HENSLER/VASELLA, BSK DSG Art. 21, Rz. 40 f.
189 A.a. O, Rz 42.
190 Auysfiihrlicher dazu WEBER, S. 19 ff.
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8.3.2 Ausgewiihlte Spezialgesetze

Im Rahmen der Revision des Datenschutzes wurden punktuelle Anderungen in fachspezifischen
Verwaltungsgesetzen vorgenommen. So gab es Anderungen in verschiedenen Steuergesetzen
sowie im Bereich der Festsetzung der Schwerverkehrsabgabe.!”! Weitere Anderungen fanden im
Bereich der Unfall- und Militirversicherung statt.!*? Bei diesen Anderungen handeln es sich meist
um Verweise auf die Moglichkeit des Verfiigungserlasses als automatisierte Einzelentscheidung

1. S. von Art. 21 DSG. Ein Beispiel dafiir ist Art. 38 Abs. 2 Zollgesetz (ZG):

Art. 38 Abs. 2 Zollgesetz (ZG):  ? «Sie kann die Veranlagungsverfiigung als automatisierte
Einzelentscheidung nach Artikel 21 des Datenschutzgesetzes

vom 25. September 2017 (DSG) erlassen.»'®

Weitere Regelungen beziiglich des Verfahrens — mit Ausnahme der Bestimmungen zur

elektronischen Datenverarbeitung im Zollverfahren'** — fehlen.

8.4 Kanton Ziirich: Totalrevision Gesetz iiber die Information und
den Datenschutz (A-IDG)

Nicht nur der Bund, sondern auch die Kantone versuchen punktuelle Anpassungen in ihren Ge-
setzen vorzunehmen, um mit dem digitalen Wandel mitzugehen bzw. diesen voranzutreiben. Ein
solches Beispiel findet sich in der Vorlage zur Totalrevision des IDG des Kantons Ziirich, welche
vom Regierungsrat am 5. Juli 2023 beantragt wurde.!* In § 13 Abs. 3 Satz 1 A-IDG schreibt das
Gesetz vor, dass ein 6ffentlich zugédngliches Verzeichnis erstellt werden muss, welches die ver-
wendeten algorithmischen Entscheidsysteme aufzeigt, wenn sich diese auf die Grundrechte von
Personen auswirken. %

Eine weitere Anderung, welche in Bezug auf automatisierte Entscheidungen vorgeschlagen wird,
ist die Erweiterung des Auskunftsrechtes in § 38 Abs. 1 A-IDG. Gem. dieser Norm hat jede Per-
son ein Auskunftsrecht beziiglich der Daten, die ein 6ffentliches Organ iiber sie bearbeitet. Algo-
rithmische Entscheidungssysteme werden dabei hervorgehoben. Mit den beiden Anpassungen
wollte der Kanton Ziirich eine Stirkung der Transparenz im Bereich von ADMS vornehmen. '’

Im Rahmen des Vernehmlassungsverfahrens des IDG hat der Kanton Ziirich gepriift, ob eine

191 BRAUN BINDER, Verfiligungen, S. 261.
192 A.a. 0, S.268.

193 Art. 38 Abs. 2 ZG.

194 BRAUN BINDER, Verfiigungen, S. 262.
195 Antrag Regierungsrat ZH, S. 1 ff.

196 A.a.0,8S.5.

197 A.a. 0., S.29.
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umfassende Regelung fiir KI erlassen werden sollte. Diese Idee wurde mit der Begriindung ver-
worfen, dass eine Regelung von KI mit Bezug auf automatisierte Einzelentscheidungen eine An-
derung im Verwaltungspflegegesetz bediirfe,'*® da dieses « [...] darauf ausgerichtet ist, dass Ver-
waltungsbehorden, also Menschen, handeln»'®® und, dass es in Bezug auf die Bearbeitung von
Personendaten geniligend Rechtsgrundlagen im IDG gibt. Trotzdem betont der Bericht, dass bei
einer kiinftigen gesetzlichen Verankerung von ADMS der Bedarf erneut {iberpriift werden muss,

insb. in Bezug auf Verfahrensrechte.?%

9 Wirdigung der aktuellen Rechtslage

9.1 Unterschiede und Gemeinsamkeiten

9.1.1 Risikoorientierung

Die KI-VO der EU verfolgt deutlich einen risikobasierten Ansatz. Der Fokus liegt dabei auf der
Minimierung von potenziellen Risiken, welche von KI-Systemen ausgehen. Dabei werden
gewisse KI-Systeme aufgrund ihrer Leistung oder ihres Anwendungsbereichs a priori als
risikobehaftet kategorisiert. Dies hat den Vorteil, dass eine Vielzahl von Sachverhalten erfasst
werden kann und dadurch keine Liicken entstehen. Angesichts der Tatsache, dass es sich hierbei
um eine internationale Regulierung handelt, welche liber Landesgrenzen hinausgeht, ist dies
durchaus vorteilhaft. Trotzdem kann dies den Nachteil mit sich bringen, dass dadurch nicht auf
den Einzelfall eingegangen werden kann. Der blosse Anwendungsbereich eines Systems bedeutet
nicht automatisch, dass das System ein Risiko darstellt. Dazu miissten weitere Faktoren, wie der
Zweck und der Kontext der Anwendung, angeschaut werden.?”! Eine Abwigung im Einzelfall
wiirde aber auch Nachteile mit sich bringen. Es wiirden sich Praktikabilititsfragen stellen: Wie
wird die Unterscheidung zwischen Systemen mit erhohtem Risiko und niedrigerem Risiko
gemacht? Wer fiihrt diese Abwédgung durch? Dies konnte zu einem erhdhten
Ressourcenverbrauch fiihren. Es ist jedoch hervorzuheben, dass Systeme, welche als hochriskant
gelten, nicht verboten werden, sondern zusétzliche Pflichten ausldsen. Selbst wenn ein System im
Einzelfall nicht zu einer Grundrechtsverletzung — woran das Risiko meist ankniipft — fiihren
wiirde, so wiirde es nicht schaden, Transparenz- und Informationspflichten erfiillen zu miissen.

Eine Orientierung an das Risiko eines Systems bedeutet auch, dass damit keine klare

198 Antrag Regierungsrat ZH, S. 35.

199 A.a. 0O, S. 64.
200 A.a. O, S. 35.
201 Siehe dazu MULLER, S. 15.
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Positionierung seitens des Gesetzgebers erfolgt, an welcher sich die Gesellschaft orientieren
kann.?%?

Anders als in Art. 22 DSGVO werden ADMS — mit Ausnahme von Systemen mit unannehmbaren
Risiken — in der KI-VO nicht verboten, sondern mit Pflichten verbunden. Selbst Systeme mit
unannehmbaren Risiken konnen unter Umstidnden trotzdem angewendet werden. Ein solches
Verbot bzw. ein Verbot mit Erlaubnisvorbehalt** fehlt auch in der Schweiz. Art. 21 DSG 4ussert
sich nicht in grundsédtzlicher Weise zur Legitimation von automatisierten Entscheidungssystemen,
sondern regelt die Rechtsfolge, wenn eine automatisierte Entscheidung vorgenommen wird. Eine
Einteilung in Risikokategorien wird durch Art. 21 DSG nicht direkt vorgenommen. Der Umstand,
dass nicht alle Arten von automatisierten Entscheidungen von Art. 21 DSG erfasst werden, konnte
als eine Art Unterscheidung zwischen verschiedenen Risikostufen angesehen werden, da nur
komplexe und vollstindig automatisierte Einzelentscheidungen vom Anwendungsbereich
umfasst werden. Die Komplexitit einer Entscheidung sagt m. E. nicht zwingend etwas {iber das
Risiko des Systems aus. Ausserdem sind m. E. vollautomatisierte Entscheide in vielen Fillen mit
weniger Risiko verbunden, da es sich dabei haufig um Entscheide der Massenverwaltung handelt,

bei welchen klare Voraussetzungen vorgegeben sind.?%

9.1.2 Teilautomatisierte Entscheidungssysteme

Wie in Kapitel 2.2.2 erldutert, gibt es zwei Arten von ADMS. Diese werden danach unterschieden,
wie hoch der Automatisierungsgrad eines Systems ist bzw. wie sehr der Mensch in ein solches
System eingreifen kann oder effektiv eingreift. Je nach dem, um welche Art von System es sich
handelt, wird es von den Regulierungen umfasst oder nicht. Da die KI-VO auf eine Regulierung
von KI-Systemen ausgerichtet ist und damit insb. die Anbieterinnen und Anbieter oder
Nutzerinnen und Nutzer in den Fokus stellt, ist der Automatisierungsgrad einer
Einzelentscheidung nicht vordergriindig. Art. 22 DSGVO und Art. 21 DSG sind sich aber in
threm Anwendungsbereich sehr dhnlich. Beide schliessen den Anwendungsbereich aus, wenn
eine natiirliche Person in massgeblicher Weise eingreift, wobei sich zahlreiche
Abgrenzungsschwierigkeiten ergeben kénnen.?’> ADMS als unterstiitzende Systeme machen in
der Verwaltung jedoch einen grésseren Teil aus und konnen ebenfalls zu

Grundrechtseinschrankungen fiihren. Bei teilautomatisierten Systemen besteht zudem eine

202 Vgl. MULLER, S. 16.

203 WEBER/HENSELER, S. 35.

204 Schlussbericht Ziirich, S. 22.

205 Siche dazu Schlussantrige des Generalanwalts Priit Pikamde vom 16.03.2023, C-634/21, OQ gegen Land
Hessen, Beteiligte: SCHUFA Holding AG, Rz. 36 ff. (z. b. a. 26.07.2024).
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Zusammenarbeit zwischen Mensch und Maschine, welche weitgehendere Fragen aufwirft als ein

ginzlich automatisiertes Verfahren (vgl. dazu Kapitel 3.5.2).2%

9.1.3 Betroffenenrechte

Art. 21 Abs. 1 DSG sowie auch Art. 25 Abs. 2 lit. f DSG rdumen den betroffenen Personen ein
Informations-, Auskunfts-, Kennzeichnungs-, Ausserungs- und Uberpriifungsrecht ein. Auf den
ersten Blick erscheint dies als Umsetzung der von verschiedenen Akteurinnen und Akteuren
geforderten Pflichten.?’’” Wenn man jedoch genauer hinsieht, wird deutlich, dass der
Regelungsgehalt von Art. 21 Abs. 1 und 25 Abs. 2 lit. f DSG nicht sehr viel weiter geht, als die
Rechte, die in der Verwaltung bereits bestechen. Wie BINDER zu Recht vorbringt, sind
Verfiigungen nach Art. 35 VwVG ohnehin begriindungspflichtig.??® Zu dieser Begriindung gehort
dazu, dass die Partei weiss, worauf die Behorde ihren Entscheid stiitzt und welche Umsténde sie
fiir ihren Entscheid als relevant erachtet. Zusétzlich dient die Begriindung dazu, dass eine
Anfechtung der Verfligung moglich ist.?” Ohne die Offenlegung der Logik bzw. der Grundsitze
des Algorithmus wéren die Begriindungserfordernisse einer Verfiigung m. E. nicht erfiillt. Auch
eine sachgerechte Anfechtung wire in diesem Fall schwierig, da man nicht nachvollziehen kann,
wie der Algorithmus zu dieser Entscheidung gekommen ist.?!

Nach BRAUN BINDER ist auch das Recht zur Uberpriifung einer Entscheidung durch eine
natiirliche Person nicht so aussagekriftig wie es scheint.?!! Zweck dieser Uberpriifung sei die
Beriicksichtigung des von der betroffenen Person hervorgebrachten Standpunktes und damit des
rechtlichen Gehdrs, auf welches ohnehin ein Anspruch bestehe.?'? Die Uberpriifung durch eine
natiirliche Person konne auch erst im streitigen Verfahren und somit in der néchsten Instanz
stattfinden.?!® Dies ist m. E. problematisch. Aufgrund der Funktionsweise von ADMS wiire eine
Uberpriifung der Entscheidung durch das System selbst nur in wenigen Fillen, in denen wichtige
Informationen fiir die Entscheidung gefehlt haben, eine Mdglichkeit. Wenn es sich jedoch um
einen systematischen Fehler handelt, welcher bspw. auf ein mangelhaftes Training
zuriickzufiihren ist, dann wird die Maschine erneut denselben Fehler begehen. Eine Uberpriifung
durch eine natiirliche Person wire also in den meisten Fallen ohnehin zu gewéhrleisten. Man lésst

schliesslich auch nicht zu, dass die gleiche Person, ihre eigenen Entscheidungen iiberpriift.

206 Vgl. BRAUN BINDER, Staat, Mensch, Algorithmen, S. 9.
207 Vgl. Positionspapier DSI, S. 2 ff.

208 BRAUN BINDER, Verfiigungen, S. 259.

209 WIEDERKEHR/MEYER/BOHME, OFK VWVG Art. 35, Rz. 8.
210 BRAUN BINDER, Verfiigungen, S. 260.

211 BRAUN BINDER, Perspektive Datenschutz, S. 33.

212 Ebd.

213 Schlussbericht Ziirich, S. 36 f.
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M. M. n. sollte der Sinn und Zweck des Rechts auf Uberpriifung der Entscheidung durch eine
natiirliche Person darin liegen, ein Recht auf ein «normales» Verfahren ohne Vollautomatisierung
zu gewahrleisten, wenn die betroffene Person dies mochte. Aus diesem Grund konnte man sich
iiberlegen, eine Art Zwischenstufe auf gleicher Instanz zu gewihrleisten und eine Uberpriifung
nicht erst im Beschwerdeverfahren moglich zu machen. Die Uberpriifung durch die natiirliche
Person legt m. E. dementsprechend auch in diesem Bereich keinen weitergehenden Schutz fest.
Die Betroffenenrechte reichen moglicherweise dann aus, wenn es um einfache, determinierte
Algorithmen geht, nicht jedoch, wenn von Verfahren unter Einsatz von KI ausgegangen wird. Das
Gesetz unterscheidet namlich nicht zwischen diesen beiden Féllen und ist auf alle automatisierten
Einzelentscheidungen anwendbar (siche Kapitel 9.1.2). Das hohere Bediirfnis nach Transparenz
in solchen Féllen wird durch das Gesetz nicht gentigend erfiillt.

Auf internationaler Ebene gehen die Betroffenenrechte nicht viel weiter. Eine Ausnahme davon
bildet die KI-VO, wobei die «Betroffenenrechte» in diesem Fall vorgelagert werden, indem ein
Schutz gewihrleistet wird, bevor es liberhaupt zu einer Anwendung des KI-Systems kommt.
Schliesslich muss aber erwéhnt werden, dass es im Sinne der Rechtssicherheit nicht immer negativ

ist, etwas explizit im Gesetz zu erwiihnen, selbst wenn man dies streng genommen nicht miisste.!*

9.2 Vereinbarkeit mit dem Legalititsprinzip

9.2.1 Normstufe

Als gesetzliche Grundlage fiir ADMS kommt nur Art. 21 DSG in Frage, da andere Artikel
automatisierte Einzelentscheidungen nicht erwdhnen. In Spezialgesetzen wird zudem auf diese
Norm verwiesen (siehe Kapitel 8.3.2). Dies legt nahe, dass Art. 21 DSG als gesetzliche Grundlage
fiir ADMS verstanden wird. Art. 21 DSG umfasst jedoch nur vollautomatisierte ADMS, womit
diese Norm nur fiir solche Systeme als gesetzliche Grundlage in Frage kommt.

Art. 21 DSQG stellt ein Gesetz im formellen Sinn auf Bundesebene dar. Nach Art. 164 Abs. 1 BV
wird filir eine «wichtige rechtsetzende Bestimmung» auch ein Gesetz im formellen Sinne verlangt.
Bei der Automatisierung von Entscheidungen in der Verwaltung wird m. E. eine grundlegende
Verinderung des Verwaltungsverfahrens vorgenommen, da eine Ubertragung von Pflichten und
Verantwortungen auf eine andere «Person» bzw. auf eine Maschine erfolgt.’'> Aus einer
rechtsstaatlichen und demokratischen Perspektive handelt es sich dabei m. E. um eine wesentliche

Bestimmung,?!¢ da mit einer solchen Ubertragung die Gefahr einhergeht, das Vertrauen der

214 Siehe dazu BRAUN BINDER/BURRI/LOHMANN et al., S. 7, die kritisieren, dass die Offenlegung der Logik nicht
gesetzlich verankert ist.

215 OBRECHT, S. 42.

216 TSCHANNEN/MULLER/KERN, Rz. 396 f.



Wiirdigung der aktuellen Rechtslage 37

Bevolkerung zu verlieren, was zwei der durch die Lehre entwickelten Grundsétze umfasst: die
Akzeptanz und die politische Bedeutung.?!’

Ausserdem bringt die Verwendung von ADMS international nachweislich eine Diskriminierungs-
gefahr mit sich (siehe Kapitel 3.4) und schrinkt potenziell andere Grundrechte ein (siehe Kapitel
8.2). Es wird somit als gesetzliche Grundlage fiir vollautomatisierte ADMS ein Gesetz im formel-

len Sinn verlangt; diesen Anforderungen kommt Art. 21 DSG nach.

9.2.2 Normdichte

Die Wahl zwischen einer offenen und einer prézisen Ausgestaltung einer Rechtsnorm fiihrt zu
einem nur schwerlich aufzulésenden Spannungsverhéltnis, da gegensétzliche Interessen verfolgt
werden. Die hohe Bestimmtheit einer Norm befriedigt das Bediirfnis nach Voraussehbarkeit und
Berechenbarkeit des Handelns der Verwaltung, wéihrend eine offen gestaltete Rechtnorm es der
Verwaltung ermdglicht, sich an veriinderte Verhiltnisse schnell anzupassen.?'® Das bedeutet, dass
bei der Ausgestaltung einer Rechtsnorm eine Abwégung zwischen diesen beiden Interessen
erfolgen muss. Im Sinne einer Mindestanforderung an den Inhalt einer Norm ist es notwendig,
dass eine Biirgerin oder ein Biirger ihr oder sein Verhalten danach richten und die Folgen ihres
oder seines Verhaltens erkennen kann.?!® Es geht aber nicht nur darum, dass die Bevdlkerung das
eigene Verhalten nach einer Norm richten kann, sondern auch die Behorde. So wird vermieden,
dass willkiirliche Entscheide getroffen werden. Um zu priifen, ob Art. 21 DSG den
verfassungsrechtlichen Anforderungen in seiner Dichte geniigt, muss man sich vor Augen fiihren,
was Ziel und Zweck dieses Artikels ist. Wenn Art. 21 DSG als Norm angesehen wird, welche
einer Person, iiber die eine automatisierte Entscheidung getroffen wurde, verschiedene Rechte
einrdumt, dann ware Art. 21 DSG mit dem Legalitétsprinzip vereinbar. Das Recht auf Information
an sich ist nichts Neues und kann m. E. von der Rechtsprechung und der Lehre gentigend prézisiert
werden; Gleiches gilt fiir die weiteren Betroffenenrechte. Nichtsdestotrotz wire es auch in diesem
Fall wiinschenswert, dass eine Unterscheidung zwischen ADMS, welche auf Machine Learning
beruhen, und determinierten algorithmischen Entscheidungen getroffen worden wére. Die
Anforderungen an die Transparenz sind in beiden Féllen unterschiedlich.

Art. 21 DSG wird jedoch nicht bloss als Norm fiir die Festlegung solcher Rechte angesehen,
sondern auch als Grundlage fiir automatisiert erlassene Verfiigungen bzw. automatisierte
Einzelentscheidungen im Allgemeinen verstanden. In diesem Fall &ndern sich die Anforderungen

an die Normdichte. Wie OBRECHT ausfiihrt, geht Art. 21 DSG davon aus, dass automatisierte

217 UHLMANN/FLEISCHMANN, S.10.
218 TSCHANNEN/MULLER/KERN, Rz. 403.
219 BGE 1471478,E.3.1.2,S.484 f.
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Einzelentscheidungen einfach existieren, ohne dafiir eine konkrete Grundlage zu schaffen.?*
Dabei ist die Moglichkeit eine automatisierte Verfiigung zu erlassen, insb. dann, wenn Systeme
verwendet werden, die sich laufend anpassen kdnnen, keine Selbstverstiandlichkeit. Es fehlt eine
Grundlage, welche klar statuiert, dass automatisierte Einzelentscheide durch die Behorden
getroffen werden konnen bzw. diirfen. Dieser Umstand fiihrt dazu, dass den Behorden keine
rechtlichen Schranken gesetzt werden. Namentlich gibt es keine Regelung in der Schweiz, welche
den Anwendungsbereich von ADMS in gewissen Féllen verbietet, anders als die KI-VO und
Art. 22 DSGVO der EU. Ausserdem fithrt die Beschrinkung von Art. 21 DSG auf
vollautomatisierte Verfahren dazu, dass keine Schranken in teilautomatisierten Verfahren
bestehen.

Im Allgemeinen kann festgehalten werden, dass die Normdichte von Art. 21 DSG nicht ausreicht,

221

um eine Vereinbarkeit mit dem Legalititsprinzip zu gewéhrleisten.””" Wenn die Verwaltung

vollautomatisierte Entscheidungen trifft, liegt M. E. eine Verletzung dieses Grundsatzes vor.

9.2.3 Regelungsort

Eine weitere Frage, die sich in Bezug auf Art. 21 DSG stellt, welche sich jedoch nicht unter die
beiden Teilbereichen des Legalitétsprinzips einordnen ldsst, m. E. aber durchaus in diese
Diskussion einzubeziehen ist, ist die Frage nach dem Regelungsort. Die gesetzliche Grundlage
fiir den Einsatz von ADMS im Verwaltungsverfahren ist im Datenschutzgesetz geregelt. Selbst
wenn man zu einem anderen Ergebnis kommen und die Anforderungen an das Legalititsprinzip
als erfiillt erachten wiirde, stellt sich trotzdem die Frage, warum eine verfahrensrechtliche
Bestimmung im Datenschutzgesetz geregelt ist. Beim Einsatz von ADMS werden meist
Personendaten bearbeitet, weshalb der Datenschutz eine wichtige Rolle spielt. Es ist m. E. positiv
zu werten, dass eine Normierung betreffend automatisierten Entscheidungen im
Datenschutzgesetz vorgenommen wurde, auch wenn der Regelungsgehalt nicht so weit geht, wie
hiufig angenommen.???> Neben dem Datenschutz sind viele andere Themen relevant, insb. auch
die Fairness der Entscheidung, Diskriminierung, Verfahrensrechte oder ethische Fragen.?** Die
Festlegung, wann und in welcher Art und Weise bspw. die Gewithrung des rechtlichen Gehdrs***
erfolgen soll, ist eine prozessuale Thematik. Gleiches gilt fiir die Ermittlung des Sachverhalts und

den Erlass einer Verfiigung. Indem ein Verfahren auf voll- oder teilautomatisierten

220 OBRECHT, S. 42.

221 So auch Schlussbericht Ziirich, S. 45; BRAUN BINDER, Staat, Mensch, Algorithmen, S. 15.
222 Vgl. BRAUN BINDER, Verfiigungen, S. 260.

223 SUTER, S. 329.

224 Art. 29 ff. VWVG.
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Entscheidungssystemen beruht, wird bspw. die Sachverhaltsermittlung oder die gesamte
Entscheidungsbefugnis auf eine Maschine iibertragen.

Es scheint, als wiirde das Datenschutzrecht nach und nach zum Auffanggefiss fiir die Regulierung
neuer Technologien werden, wihrend versucht wird, andere Gesetze so weit auszulegen, dass sie
ebenfalls auf aktuelle Verhiltnisse angewendet werden konnen. Dabei stellt WYSS zu Recht die
Frage: «Wie weit lassen sich solche Erlasse noch verfassungsrechtlich befriedigend strapazieren,
um sie auf neue Problemlagen anwenden zu kdnnen, die der historische Erlassgeber noch nicht
bedenken konnte?»?%. Die Entstehungsgeschichte von Art. 21 DSG und dessen Vorbilder auf
internationaler Ebene legen nahe, dass der Regelungsort iibernommen wurde, ohne dass eine
Auseinandersetzung damit stattfand.’’¢ M. E. ist das Datenschutzgesetz nicht der falsche
Regelungsort fiir die Regelung von Betroffenenrechten.??’” Es briuchte aber auch zwingend
Regelungen im Verwaltungsrecht selbst, welche iiber einen blossen Verweis auf Art. 21 DSG
hinausgehen und eine selbststindige Grundlage schaffen. Dafiir bietet sich auf Bundesebene m. E.
das VWVG an, wobei auch eine Verfassungsidnderung in Frage kdme, da durch den Einsatz von

ADMS die Rolle der Behorden erheblich verdndert wird.?%?

9.3 Beantwortung der Forschungsfrage

Es stellt sich die Frage, wie die obigen Ausfithrungen in Bezug auf die in der Einleitung aufge-
worfene Forschungsfrage zu bewerten sind. Bedeutet die fehlende Regelungsdichte und der un-
passende Regelungsort, dass ADMS génzlich in der Schweizer Verwaltung unzuléssig sind?

In Kapitel 9.2 wurde zumindest beziiglich vollautomatisierter Einzelentscheidungen festgestellt,
dass eine gesetzliche Grundlage besteht, da die Moglichkeit des vollautomatisierten Erlasses einer
Verfligung zumindest implizit bejaht wird. Diese gesetzliche Grundlage erfiillt jedoch nicht die
Anforderungen des Legalitétsprinzips aufgrund der ungeniigenden Normdichte und macht somit
den Einsatz von ADMS unzulidssig.

Da Art. 21 DSG nur vollautomatisierte ADMS umfasst, ist fraglich, ob teilautomatisierte ADMS
zuléssig sind, da keine Regelung ihren Einsatz verbietet, oder es auch hier eine explizite gesetzli-
che Grundlage braucht. Grundsétzlich erfolgt beim Einsatz von entscheidungsunterstiitzenden
Systemen keine ginzliche Ubertragung der Entscheidungskompetenz auf eine Maschine (sieche
Kapitel 2.2.2). Die Gefahr von potenziellen Grundrechtseinschriankungen besteht aber auch bei

teilautomatisierten Entscheiden. Wenn ein ADMS eine enorm grosse Datenmenge analysiert und

225 WYss, S. 94.
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227 So auch MONTAVON, S. 676.
228 REITER, S. 988.
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gestiitzt darauf eine Empfehlung abgibt und eine natiirliche Person die letzte Entscheidung trifft,
so handelt es sich um ein teilautomatisiertes Entscheidungssystem. Was macht eine natiirliche
Person aber nun mit dieser Empfehlung? Muss sie den Sachverhalt noch einmal génzlich
tiberpriifen? Muss sie das System iiberpriifen? Wie genau wird dies vorgenommen? Da die
Datenmenge sehr gross und komplex ist, brauchte ein Mensch sehr lange, um die Empfehlung
ginzlich zu tlberpriifen. Dies wire vermutlich nicht sehr effizient und so wiirde sich auch die
Frage stellen, ob es das ADMS iiberhaupt in diesem Fall braucht. Wie also soll dieses
Zusammenspiel zwischen Mensch und Maschine ablaufen, insb. wenn Probleme, wie der
Automation Bias hinzukommen? Diese Situation gleicht einer Vollautomatisierung, enthalt
jedoch keinerlei rechtliche Regulierung.

M. E. ist es aber nicht sinnvoll eine gesetzliche Grundlage zu verlangen, weil man ein fehlendes
Vertrauen in die Sorgfaltigkeit von Verwaltungsmitarbeitenden hat. Auch nicht sinnvoll wére es,
jeglichen Digitalisierungsschritt in der Verwaltung zu normieren. Dies wiirde zu einer
Verkomplizierung des Verwaltungsverfahrens und zu einer Hemmung der Innovation fithren, was
nicht das Ziel sein kann. Dennoch handelt es sich auch beim Einsatz von teilautomatisierten
Entscheidungssystemen nicht bloss um einen einfachen Schritt in der Digitalisierung, sondern um
einen effektiven Paradigmenwechsel, welcher nicht nur die Form des Verfahrens, sondern auch
das materielle Verwaltungsverfahren beeinflusst.”?* Wenn man bedenkt, dass sogar der Wechsel
von der Zustellung von Verfiigungen in Papierform auf elektronische Verfligungen einer
expliziten gesetzlichen Grundlage bedarf, brdauchte es im Falle von KI-gestiitzten
Entscheidungssystemen erst recht eine ausreichende gesetzliche Grundlage.?*® Somit bediirfen
sowohl der Einsatz von teil- als auch vollautomatisierten ADMS m. E. eine gesetzliche
Grundlage. Der aktuelle rechtliche Rahmen in der Schweiz reicht daher nicht aus, um den Einsatz

sowohl von teil- als auch von vollautomatisierten ADMS zu rechtfertigen.

10 Regulierungsvorschlage

Es wird teilweise vorgebracht, dass die technologieneutrale’*! Formulierung der aktuellen
Rechtsnormen ausreiche, um mit den Herausforderungen von KI umzugehen.>*? Nach den zuvor
gemachten Ausfiihrungen ist dem nicht génzlich zuzustimmen. Gewisse Themen kdnnen unter
bestehende Rechtsnormen subsumiert werden; es braucht aber m.E. insb. im

Verwaltungsverfahrensrecht punktuelle Verdnderungen.

229 GLASER, S. 187.
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Es gibt verschiedene Regulierungsansitze, die fiir eine Regulierung gewéhlt werden konnten. Die
KI-VO verfolgt einen horizontalen Regulierungsansatz, da ein Thema umfassend in einem Gesetz
reguliert wird. Dadurch kann eine Vielzahl von Sachverhalten geregelt werden.?** Der Nachteil
ist dabei allerdings, dass ein Risiko besteht, dass nicht genau auf die einzelnen Umsténde
eingegangen werden kann. Fiir die Schweiz wire eine solche umfassende Regelung nicht
zielfiilhrend, da die Schweiz das Ziel verfolgt, sich als wichtige Akteurin in der Entwicklung und
Innovation von KI zu positionieren.?** Es ist daher sinnvoll, einen anderen Weg als die EU zu
gehen. Somit ist beim Erlass weiterer Regelungen wichtig, die Innovation nicht in einer
unverhéltnisméssigen Art und Weise zu hemmen. Als Vorbild konnte dafiir § 35 VwV{G dienen.
Anders als im deutschen Recht wird aber der Rechtsakt des Verfiigungserlasses selbst nicht im
Verwaltungsrecht umschrieben, sondern lediglich dessen Ergebnis: Die Verfiigung nach
Art. 5 VwVG. ADMS unter den Behordenbegriff gem. Art. 5 Abs. 1 VWVG zu subsumieren,
wenn vollautomatisierte ADMS gerade dadurch definiert werden, dass eben gerade keine
Intervention durch eine Behorde erfolgt, ist m. E. problematisch. Aus diesem Grund wére eine
Priizisierung von Art. 5 VwVG sinnvoll. So kénnte bspw. ein neuer Art. 5 Abs. 2% VwVG mit

folgendem Wortlaut eingefiigt werden:

Art. 5 Abs. 2"SN-VwVG: 2" Als Verfiigungen gelten auch vollautomatisierte algorithmische

Einzelentscheidungen. Der Bundesrat regelt das Verfahren.

Somit wiirde deutlich, dass auch solche Entscheidungen als Verfiigungen anerkannt werden. Ein
Verweis wiirde zudem Rechtssicherheit schaffen, ohne das VwVG zu detailliert und komplex
auszugestalten, und es wiirde die Moglichkeit bestehen, in Spezialgesetzen auf Einzelheiten
einzugehen und damit den Besonderheiten einzelner Verwaltungsverfahren gerecht zu werden. Es
konnte aber auch ein génzlich neuer Artikel dafiir geschaffen werden. Man miisste dabei beachten,
dass sich dieser gut in das rechtliche Geflige eingliedern lésst.

In Bezug auf die Regelung der Teilautomatisierung braucht es m. E. keine Anderung von
Art. 5 VWVG, da sich in diesem Falle keine Probleme beziiglich des Verfligungsbegriffes
ergeben, da stets eine Behorde handelt. Vor dem Hintergrund, dass aber auch teilautomatisierte
Entscheidungen einer gesetzlichen Grundlage bediirfen (sieche Kapitel 9.3) und es nicht die
Teilautomatisierung gibt, wire es m. E. sinnvoller, den Fokus auf die Rechte der betroffenen
Personen und die Kompatibilitit mit bestehenden Rechtsnormen zu legen. Dafiir konnten die

Rechtsregelungen im VwVG folgendermassen angepasst werden:

233 WEBER, Regulatorische Uberlegungen, S. 5.
234 Bericht EDA, S. 21; Bericht IDA, S. 36; Positionspapier DSI, S. 2, 7; a. M. Position Digitale Gesellschaft,
S. 6 ff.
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Art. 12 Abs. 1 lit. f N-VwVG: ! Die Behorde stellt den Sachverhalt von Amtes wegen fest

und bedient sich nétigenfalls folgender Beweismittel:

f. algorithmisch  generierte =~ Empfehlungen oder

Prognosen

Die Einordnung als Beweismittel wiirde sicherstellen, dass die durch unterstiitzende ADMS
generierte Produkte nicht als Tatsachen gelten, sondern als Beweismittel, deren Beweiskraft
analysiert werden muss. MONTAVON zieht den Vergleich von entscheidungsunterstiitzenden
ADMS zu Gutachten und Sachverstindigen in der Justiz.*> Auch wenn sich beide Situationen in
gewissen Punkten unterscheiden, ist dieser Ansatz m. E. interessant, da ein ADMS durchaus als
Experte bzw. Expertensystem angesehen werden kann, welches eine Expertise in Bereichen
aufweist, die Menschen nicht haben, wie z. B. in der Verarbeitung von sehr grossen Datenmengen.

Dieser Ansatz miisste aber sicherlich noch genauer untersucht werden.
Eine weitere Veranderung konnte folgendermassen aussehen:

Art. 35 Abs. 1" N-VwVG: 1bis A]gorithmisch generierte Verfiigungen sind als solche zu
kennzeichnen. Zu der Begriindung gehort in diesem Falle die
Offenlegung des verwendeten Algorithmus und der

dahinterliegenden Logik.

So wiirde die Kennzeichnungs- und Begriindungspflicht nicht bloss im DSG stehen, sondern auch
fest im VwVG verankert werden; schliesslich gehdrt diese genauso zur Erdffnung einer
Verfligung dazu.

Unabhiingig von diesen kleinen, aber durchaus wichtigen Anderungen ist es zentral, eine
gesetzliche Grundlage zu schaffen, welche den rechtsstaatlichen Anforderungen geniigt und
welche die Zulidssigkeit der Verwendung von KI in Bezug auf vollautomatisierte oder
teilautomatisierte Entscheide regelt. Mit einer Anderung von Art. 5 VwVG konnte dies gemacht
werden. Da jedoch zweifelhaft ist, dass dieser lang bestehende Artikel verdndert wird, ist auch die
Einfiihrung eines eigenen Artikels denkbar. Dieser sollte aber im Verwaltungsverfahrensgesetz
stehen. Durch die Einfiihrung einer solchen Grundlage besteht die Moglichkeit, einen Rahmen zu
schaffen, in welchem die gesellschaftliche Debatte gefiihrt werden kann, welche bis jetzt noch zu
kurz gekommen ist.>*® Sofern auch ein Vorhaben bestiinde, das Datenschutzgesetz erneut

anzupassen, wire eine Erweiterung der Betroffenenrechte auf alle automatisierten

233 MONTAVON, S. 654 ff.

236 Vgl. Schlussbericht Ziirich, S. 23 zur Notwendigkeit eines gesellschaftlichen Diskurses.
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Einzelentscheidungen — also auch teilautomatisierte — wiinschenswert.??” Schliesslich konnte im
Allgemeinen der Aspekt der Kiinstlichen Intelligenz stérker hervorgehoben werden. Auch wenn
die erwdhnten und vorgeschlagenen Artikel zweifelsfrei auch Systeme erfassen, die auf
maschinellen Lernverfahren basieren, wére es aus gesellschaftlicher Perspektive sinnvoll, dies

auch so zu benennen.

11 Fazit und Schlusswort

Die rasante Entwicklung der Technologie stellt das Recht im Jahr 2024 vor verschiedene Heraus-
forderungen. Insb. die Forschung und der Einsatz von Kiinstlicher Intelligenz in verschiedenen
Bereichen, so auch in der Verwaltung, sind aktuell von grosser Bedeutung (Kapitel 1). Auch wenn
der Begriff «KI» tiberall verwendet wird, so gibt es dafiir keine einheitliche Definition. KI wird
nimlich als Oberbegriff fiir viele verschiedene Methoden verwendet, z. B. fiir maschinelle Lern-
verfahren. Massgeblich ist dabei, dass KI-Systeme die Fahigkeit haben, selbst zu lernen und sich
weiterzuentwickeln (Kapitel 2). Die hohe Komplexitdt von KI und ADMS fiihrt dazu, dass der
Entscheidungsprozess zu wenig transparent und nachvollziehbar ist und moglicherweise zu dis-
kriminierenden Entscheiden fiihren kann (Kapitel 3). Trotzdem kénnen ADMS in der Verwaltung
zu einer Effizienzsteigerung und unter Umstdnden zu besseren Entscheidungen fiihren. Aktuell
werden sie insb. in der Steuerverwaltung und im Bereich von Sozialleistungen in verschiedenen
Verfahrensschritten angewendet (Kapitel 4 und 5). Damit ein Einsatz in der Verwaltung moglich
ist, braucht es eine gesetzliche Grundlage, welche die Anforderungen des Legalititsprinzips er-
fiillt. Dieses nimmt nédmlich eine wichtige rechtsstaatliche Funktion wahr, indem es dem Verwal-
tungshandeln Schranken setzt (Kapitel 6). Gesetzliche Grundlagen im Zusammenhang mit KI und
ADMS findet man insbesondere im EU-Recht. Meist werden Regelungen zu diesem Thema in
Datenschutzgesetzen getroffen, in Deutschland und Schweden gibt es z. B. aber auch Regelungen
im allgemeinen Verwaltungsrecht (Kapitel 7). Die Schweiz hat eine Regulierung von ADMS in
Art. 21 DSG vorgenommen, in dem sie Auskunfts- und Informationspflichten festgelegt hat (Ka-
pitel 8). Art. 21 DSG erfiillt jedoch die Anforderungen des Legalitdtsprinzips aufgrund seiner ge-
ringen Normdichte nicht, da keine explizite Erméchtigung fiir den Einsatz von ADMS statuiert
ist. Ausserdem gilt Art. 21 DSG nur fiir vollautomatisierte ADMS, womit teilautomatisierte
ADMS ungeregelt bleiben (Kapitel 9). Aus diesem Grund wéren die Einfithrung einer expliziten
Rechtsgrundlage im VwVG sowie weitere punktuelle Anderungen notwendig (Kapitel 10).

Auch wenn sich in Bezug auf den Einsatz von ADMS verschiedene Herausforderungen stellen,

ist es wichtig, solche Systeme auch als Chance anzusehen. ADMS haben das Potenzial,

237 So auch Initiative 23.438.
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sachlichere und fairere Entscheidungen zu treffen, vorausgesetzt, sie werden sachgerecht trainiert,
implementiert und kontrolliert. Dies zu gewéhrleisten ist Sache des Rechts, jedoch braucht es
dafiir eine Zusammenarbeit vieler unterschiedlicher Fachbereiche. Dabei darf nicht vergessen
werden, dass die gesellschaftliche Auseinandersetzung mit diesem Thema ebenfalls zentral ist.
Dafiir muss die Bevolkerung so gut wie mdglich in den ganzen Prozess eingebunden werden. Der
Einsatz von ADMS stellt ndmlich eine erhebliche Verdnderung in der Funktionsweise der Ver-
waltung dar. Ob und in welchem Umfang diese gewollt ist, muss die Rechtsgemeinschaft schliess-
lich gemeinsam entscheiden. Dabei sind auch Aspekte zu beachten, welche in dieser Arbeit nicht
thematisiert wurden, wie z. B. die Nachhaltigkeit von leistungsstarken KI-Systemen.

Abschliessend ist Folgendes festzuhalten: In gleicher Weise, wie KI-Modelle nicht in der Lage
sind, die Komplexitit unserer Lebensrealitdt komplett zu erfassen, ist es das Recht auch nicht. Der
Anspruch sollte daher nicht darin liegen, jede Einzelheit regeln zu wollen, sondern darin, einen
geeigneten Schutz fiir die Rechte eines jeden Individuums zu gewéhrleisten. Der Gesetzgeber
muss dafiir aber titig werden. Bis unsere Entscheidungen mehrheitlich von Maschinen getroffen
werden, ist der Weg noch lange. Mit einem geeigneten gesetzlichen Schutz fiir unsere Grund-
rechte, einer gesunden Skepsis, aber auch einer offenen Einstellung, konnen wir aber durchaus

mit grossem Interesse in die Zukunft blicken.
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Selbstindigkeitserklirung

«Ich erklére hiermit, dass ich diesen Leistungsnachweis selbstindig erbracht habe, keine weiteren
Personen mir dabei geholfen haben und keine unzuldssigen Hilfsmittel verwendet habe. Ich habe
keine anderen als die angegebenen Quellen benutzt. Alle Stellen, die wortlich oder sinngeméss
aus Quellen entnommen wurden, habe ich als solche gekennzeichnet. Mir ist bekannt, dass an-
dernfalls die Priifung mit der Note 1 bewertet wird und der Senat gem. Artikel 36 Absatz 1 Buch-
stabe r des Gesetzes liber die Universitdt vom 5. September 1996 zum Entzug des aufgrund dieser
Priifung verliehenen Titels berechtigt ist. Fiir die Zwecke der Begutachtung und der Uberpriifung
der Einhaltung der Selbstindigkeitserklarung bzw. der Reglemente betreffend Plagiate erteile ich
der Universitdt Bern das Recht, die dazu erforderlichen Personendaten zu bearbeiten und Nut-
zungshandlungen vorzunehmen, insb. einen schriftlichen Leistungsnachweis zu vervielfaltigen
und dauerhaft in einer Datenbank zu speichern sowie diese zur Uberpriifung von Arbeiten Dritter

zu verwenden oder hierzu zur Verfiigung zu stellen.»

Bemn, 8. August 2024 Miranda Cardoso Guerra
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